
ASOS14, Paris, 11 July 2023

Atomic astrophysics with  
3D non-LTE stellar spectroscopy
Anish Amarsi (Uppsala University)







• Thanks to improved atomic data, composition of the Sun was apparently 
well-constrained at the end of the 20th century 
- Grevesse & Noels 1993: Z=1.72% 
- Grevesse & Sauval 1998: Z=1.69%

The solar chemical composition



• Thanks to improved atomic data, composition of the Sun was apparently 
well-constrained at the end of the 20th century 
- Grevesse & Noels 1993: Z=1.72% 
- Grevesse & Sauval 1998: Z=1.69%

The solar chemical composition

Physica Scripta. Vol. T47, 133-138, 1993 

Atomic Data and the Spectrum of the Solar Photosphere 
N. Grevesse and A. Noels 

Institut d’Astrophysique, UniversitQ de LiBge, 5 ,  avenue de Cointe, B-4000 Liege, Belgium 

Received October 14,1992; accepted in revised form February 12,1993 

Abstract 
Even though the solar photospheric abundances are now on the whole in 
very good agreement with the meteoritic values, some problems remain 
which will only be solved with a higher level of accuracy in the atomic data, 
especially the transition probabilities for faint lines. We justify this request 
for many more very accurate gf-values through a few particularly striking 
points. 

1. Introduction 

The study of the photospheric spectrum teaches us impor- 
tant aspects of various problems that are suspected to be 
encountered in other stars as well. Since the Sun is the 
brightest star, it is the one for which the observations reach 
the highest signal-to-noise ratio and resolving power. 

The interpretation of these data should lead to the refined 
knowledge of the physical conditions, physical processes 
and abundances of the elements in the upper layers of the 
Sun. As long as these problems are not entirely solved for 
the Sun, we will not be able to handle similar problems for 
other stars with success. 

It is well known that these problems are interconnected 
and strongly depend on basic atomic data: wavelengths, 
ionization energies, partition functions, hyperfine structures, 
line broadening parameters, LandC g-values, cross-sections 
and transition probabilities. These aspects have already 
been discussed in the past [l-31. We shall update these 
reviews, insisting on a few crucial points like the wave- 
lengths and transition probabilities. Other aspects of atomic 
data, also needed in solar spectroscopy, are covered in the 
contributions of L. Andersen, R. L. Kurucz and D. L. 
Lambert to this volume as well as in [3]. 

2. Wavelengths 
2.1. Line identijications 

Very high quality solar spectra at the center of the solar 
disk are now available from 300nm to 16 pm [4-61. Photo- 
spheric UV spectra also exist but they will not be discussed 
here, as they do not help very much in solving the problems 
mentioned in the introduction because of too numerous 
blends below 3000A. 

Kurucz [7, 81 has drawn attention to the fact that a very 
large number of solar lines are still unidentified or unclassi- 
fied in the visible spectrum, even when using his new data 
which include millions of new lines [SI. On the other hand, 
using his numerous new results for faint lines of the iron 
group, he has been able to solve the problem of the “missing 
UV opacity” [lo]. 

In the infrared, the situation is even worse than in the 
visible. Geller [ll] has recently identified a large number of 

lines in the ATMOS solar infrared spectra obtained from 
space and covering the region from 2.5 to 16pm (646 to 
4798 cm-I). Molecular lines are all attributed without any 
doubt but among the atomic lines, quite a large number of 
lines remain unidentified due to the lack of laboratory data 
for atomic species in the IR. 

The solar spectrum has eventually been used as a labor- 
atory source to provide important additional information 
concerning highly excited levels in C I, Mg I, Si I, Ca I, Fe I 
[ l l ,  123. Most of these levels have never been observed from 
laboratory sources. 

2.2. Precision 
Solar granulation is the evidence of motions in the upper 
layers of the Sun, hot matter moving upwards while cool 
matter moves downward. Observations indeed show that 
lines, after correction for the Sun-Earth motion and for the 
gravitational redshift, are blue shifted and asymmetric [ 13- 
181. 

These apparent Doppler shifts are key data and severe 
constraints for modelling the detailed dynamical structure of 
the photosphere. As these Doppler velocities vary from a 
few tens of m/s to a few hundreds of m/s, the accuracy of the 
laboratory wavelengths of the unblended solar lines used for 
these diagnostics must accordingly be of the order of &I/ 
1 - lo-’, i.e. 30m/s (see also [19]). 

3. Transition probabilities 

It is well known that the accuracy of the transition prob- 
abilities play a key role not only for solar abundance deter- 
minations but also to test the empirical model of the 
photosphere (see e.g. [2]), to derive accurate values of the 
microturbulence [20] and to test hypothesis of local ther- 
modynamic equilibrium, LTE (see e.g. [2, 193). 

We shall hereafter discuss the impact of the accuracy of 
the transition probabilities on the solar abundances and the 
needs for highly accurate gf-values for many more faint lines 
of neutral and once ionized atomic species present in the 
solar photospheric spectrum. 

3.1. Need for accurate solar abundances 
Among the many reasons why we continue to refine the 
solar photospheric abundances (see e.g. [21-24]), are some 
very important points. 

It has been a longstanding problem to know whether 
there is a difference or not between the solar photospheric 
abundances and the meteoritic ones. Large discrepancies 
previously found have progressively disappeared as the 
accuracy of the transitions probabilities has been increas- 
ing. Anders and Grevesse [25] have shown that on the 
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Example stellar spectra [Nissen & Schuster 2010]

P. E. Nissen and W. J. Schuster: Two distinct halo populations in the solar neighborhood

Fig. 5. [Si/Fe], [Ca/Fe], and [Ti/Fe] as a function of [Fe/H]. The same
symbols as in Fig. 1 are used.

Fig. 6. [Na/Fe], [Cr/Fe], and [Ni/Fe] as a function of [Fe/H]. The same
symbols as in Fig. 1 are used.

Fig. 7. UVES spectra of two stars with nearly the same atmo-
spheric parameters Teff , log g, and [Fe/H]. The spectrum of the
low-α star CD−45 3283 (Teff = 5597 K, log g= 4.55, [Fe/H]=−0.91,
[α/Fe]= 0.12) is shown with a red line and that of the high-α star G 159-
50 (Teff = 5624 K, log g= 4.37, [Fe/H]=−0.93, [α/Fe]= 0.31) with a
green line. The Fe lines have the same strength in the two spectra, but
the Na, Mg, Si, and Ni lines are significantly weaker in the spectrum of
the low-α star.

Fig. 8. WLSR versus ULSR for stars with [Fe/H] > −1.4. The same sym-
bols as in Fig. 3 are used.

Page 5 of 9
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For narrow ranges of the excitation energy, the dispersion 
of the abundance results is quite small but there is clearly a 
trend showing some dependence of the abundance on the 
excitation energy of the lower level. This could possibly be 
explained as slight and subtle departures from LTE. These 
peculiar behaviours would totally be masked if less accurate 
gf-values had been used (see Section 3.4). 

3.4. gf-values and abundances 
We shall hereafter illustrate with a few examples the influ- 
ence of the accuracy of the gf-values on the dispersion and 
the mean value of the solar photospheric abundances. 

Figure 2 shows the vanadium abundance as a function of 
the excitation energy as derived by different authors ([44- 
461, presents results: [43]), using the gf-values available at 
the time. Note that there is a strong decrease in the disper- 
sion of the results down to the very small dispersion in [43] 
obtained when using accurate gf-values derived from life- 
time and branching fraction measurements. 

The iron abundance has followed ,the same trend with 
time, as can be seen in Fig. 3 where we have plotted the 
solar abundances as derived from Fe I lines, using gf-values 
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Fig. 2. Abundance of vanadium as a function of the excitation energy 
derived by different authors [44-461 and present results [43], using differ- 
ent gf-values. The very large dispersion noted for works prior to [43] 
reduces tremendously when using the accurate gf-values of [43]. It also 
shows that results prior to [43] were in complete disagreement with the 
meteoritic abundance, A ,  = 4.02, essentially because of the use of inaccur- 
ate transition probabilities 
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Fig. 3. Evolution of the solar abundance of iron and of the disperson of the 
results as derived from Fe I lines. The 1987 results are obtained using the 
very accurate gf-values of Oxford [31]. Earlier results are obtained using 
solar equivalent widths measured with high accuracy but gf-values avail- 
able in 1967 and 1977 respectively 
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available in 1967, 1977 and 1987. The last results have been 
obtained with the accurate Oxford gf-values [31] (see 
Section 3.2). 

The difference in the mean values and in the dispersion is 
striking and emphasizes the crucial role played by the accur- 
acy of the transition probabilities. 

We must stress that the dispersion observed in solar 
abundances essentially reflects the level of accuracy of the 
gf-values used. 

This iron problem which is now claimed to be solved (see 
Section 3.2) has in fact opened a new iron problem namely 
the behaviour of the abundance derived from Fe I line us. 
the excitation energy, E,,,  for a very large range of E, , ,  
from 0 to 7.5 eV, observed in the solar spectrum. O'Brian et 
al. [47] have recently published quite a large number of 
transition probabilities for Fe I lines obtained from lifetime 
and branching fraction measurements. We used their data 
for about 100 faint Fe I lines in order to avoid the micro- 
turbulence and broadening uncertainties. The results are 
presented in Fig. 4. They are somewhat disappointing in the 
sense that the dispersion is still quite large. Although the 
mean value is close to the meteoritic one, the error bar is so 
large that the agreement could be only apparent. Moreover, 
because of this large dispersion, nothing definite can be said 
about the detailed behaviour of the iron abundance in terms 
of the excitation energy of the lower level. A much smaller 
dispersion is observed in Fig. 1 (upper panel) obtained with 
the Oxford gf-values [31]. However, it should be recalled 
that these results lead to a mean value higher than the mete- 
oritic one. 

The dispersion observed in Fig. 4 is intimately related to 
the uncertainty in the gf-values, essentially coming from the 
very difficult technical aspects in the branching fraction 
measurements for faint lines. Once again, it illustrates that 
the dispersion in the abundance results is really a function 
of the uncertainty in the gf-values. 

When measured branching fractions are missing, some 
authors turn to Kurucz's semi-empirical gf-values [SI, 
sometimes normalizing them to measured lifetimes. This is 
not a crucial point as Kurucz's new transition probabilities 
for the iron group elements are on the whole accurate to 
within 10-15% for strong lines which are by far the main 
contributors to the lifetimes. It is well known that the accu- 
racy of Kurucz's data decreases as the intensity or gf-value 
of the lines decreases (see e.g. [47, 481). When comparison 
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Fig. 4. Solar abundance of iron as derived from a large number of Fe I 
lines as a function of the excitation energy up to rather high excitations. 
The transition probabilities of these essentially faint lines are from [47] (see 
text) 

Physica Scripta T47 

Evolution of solar iron abundance with improving log gf data [Grevesse & Noels 1993]

Much smaller line-by-line scatter when 
they used improved oscillator strengths 

(In this plot: Blackwell et al. 1987)
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Very high quality solar spectra at the center of the solar 
disk are now available from 300nm to 16 pm [4-61. Photo- 
spheric UV spectra also exist but they will not be discussed 
here, as they do not help very much in solving the problems 
mentioned in the introduction because of too numerous 
blends below 3000A. 

Kurucz [7, 81 has drawn attention to the fact that a very 
large number of solar lines are still unidentified or unclassi- 
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which include millions of new lines [SI. On the other hand, 
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[ l l ,  123. Most of these levels have never been observed from 
laboratory sources. 

2.2. Precision 
Solar granulation is the evidence of motions in the upper 
layers of the Sun, hot matter moving upwards while cool 
matter moves downward. Observations indeed show that 
lines, after correction for the Sun-Earth motion and for the 
gravitational redshift, are blue shifted and asymmetric [ 13- 
181. 

These apparent Doppler shifts are key data and severe 
constraints for modelling the detailed dynamical structure of 
the photosphere. As these Doppler velocities vary from a 
few tens of m/s to a few hundreds of m/s, the accuracy of the 
laboratory wavelengths of the unblended solar lines used for 
these diagnostics must accordingly be of the order of &I/ 
1 - lo-’, i.e. 30m/s (see also [19]). 

3. Transition probabilities 

It is well known that the accuracy of the transition prob- 
abilities play a key role not only for solar abundance deter- 
minations but also to test the empirical model of the 
photosphere (see e.g. [2]), to derive accurate values of the 
microturbulence [20] and to test hypothesis of local ther- 
modynamic equilibrium, LTE (see e.g. [2, 193). 

We shall hereafter discuss the impact of the accuracy of 
the transition probabilities on the solar abundances and the 
needs for highly accurate gf-values for many more faint lines 
of neutral and once ionized atomic species present in the 
solar photospheric spectrum. 

3.1. Need for accurate solar abundances 
Among the many reasons why we continue to refine the 
solar photospheric abundances (see e.g. [21-24]), are some 
very important points. 

It has been a longstanding problem to know whether 
there is a difference or not between the solar photospheric 
abundances and the meteoritic ones. Large discrepancies 
previously found have progressively disappeared as the 
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ing. Anders and Grevesse [25] have shown that on the 
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• However, 1990’s analyses were based on 
simple 1D LTE models: 
- Grevesse & Sauval 1998, Z=1.69% 

• Reality: stellar atmospheres are 3D non-LTE

The revised solar chemical composition
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Stars leave their signatures on the light they emit from their atmospheres, in the form of 
absorption and emission lines.  By comparing with model stellar spectra, we can decode these 
signatures to reveal the physical properties of stars, in particular their chemical compositions.  
This information sheds light on the structure and evolution of the stars themselves, as well as 
their planets, and even the Galaxy as a whole... provided that the model spectra are sufficiently 
realistic [1].   
 

 
Figure 1: 3D non-LTE modelling of N I lines in the solar atmosphere [2].  Left: Term diagram 
illustrating the levels and transitions considered in statistical equilibrium.  Right: Contribution 
function for the N I 868.34nm line in a vertical slice of a snapshot of the solar atmosphere. 
 
I shall describe the state-of-the-art in modelling the spectra of late-type stars like our Sun.  Such 
models are based on three-dimensional (3D) radiation-hydrodynamics and take into account 
departures from local thermodynamic equilibrium (non-LTE) [2,3].  I shall illustrate some of 
their successes, as well as their limitations, and thereby try to make the case for more reliable 
atomic data, in particular oscillator strengths, photoionisation cross-sections, and inelastic 
collision rates [4]. 
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SDO/HMI + SST view of the Sun [J. Leenaarts & J. de la Cruz Rodriguez, Stockholm; NASA Scientific Visualisation Studio]





Observations 
(Swedish solar telescope)

Simulations 
(Stagger code)



Simulated granulation across the HR diagram [Y. Zhou, Aarhus]
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Simulated granulation across the HR diagram [Y. Zhou, Aarhus]

1D model

1D model

1D model

1D models need various fudge 
parameters to try to account for 3D 

effects and hide important physics e.g. 
• Microturbulence 
• Macroturbulence 
• Mixing length parameters 
• Convective blueshift 
• Line asymmetries 
• Line strengthening/weakening
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Figure 1: 3D non-LTE modelling of N I lines in the solar atmosphere [2].  Left: Term diagram 
illustrating the levels and transitions considered in statistical equilibrium.  Right: Contribution 
function for the N I 868.34nm line in a vertical slice of a snapshot of the solar atmosphere. 
 
I shall describe the state-of-the-art in modelling the spectra of late-type stars like our Sun.  Such 
models are based on three-dimensional (3D) radiation-hydrodynamics and take into account 
departures from local thermodynamic equilibrium (non-LTE) [2,3].  I shall illustrate some of 
their successes, as well as their limitations, and thereby try to make the case for more reliable 
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Fig. 3. Example synthetic profiles in LTE (dashed) and NLTE (solid)
of the Li resonance line, computed with the same abundance (A(7Li) =
2.0, 6Li/7Li = 0.0, vrot sin i = 0.0) for the model of HD 140283. Also
shown is an LTE line profile interpolated to meet the same equivalent
width as the NLTE line (dotted). More absorption appears in the red
wing relative to the blue in NLTE due to strongly di↵erential e↵ects in
granules and inter-granular lanes.
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Fig. 4. Histograms of the ratio between the spatially resolved equivalent
widths at disk center intensity found in NLTE and LTE for a snapshot
of G64-12.

in Figs. 5 and 6. The best-fit values and corresponding errors
of the fitting parameters were found by parabolic fits to the
�2 data along the lines of maximum degeneracy. As seen in
the figures, the full parameter space defined by the 1�-contours
(�2 = �2

min + 1) is adequately covered by the error bars. When
vrot sin i was determined from calibration lines, the associated
uncertainty was propagated and added to �obs.

Finally, we have estimated the errors inherent in the syn-
thetic profiles due to uncertainties in stellar parameters and to
the limited sampling of the NLTE/LTE profile ratio. We refer
to this error as �model. We assumed that only the error in ef-
fective temperature plays a significant role for the line forma-
tion of neutral species, and hence in the determination of the
isotopic ratio, and adopted 100 K as a reasonable error bar (see
Table 2). As was pointed out by e.g. Asplund et al. (2006), errors
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Fig. 5. �2-surfaces (1�, 2�, and 3�) obtained for G64-12 by varying
two line parameters at the time, as indicated on the respective axes; red
dashed lines: Nfree = 5 and black solid lines: Nfree = 4. The other free
parameters have been optimised at each grid point. The best-fit value
and associated error bars are indicated for Nfree = 5 in the top panel and
Nfree = 4 in the two lower panels (bullets).

of this magnitude do not contribute significantly to the error in
the 6Li/7Li-ratio in a 1D analysis, but in 3D we must account for
a non-negligible e↵ect on the shape of the line profile. We have
estimated this contribution by repeating the 3D, LTE analysis for
a 140 K hotter model of HD 84937, and adopt 0.009 and 0.004
as reasonable estimates of �model when Nfree = 5 and Nfree = 4,
respectively. The 3D, NLTE analysis was not repeated, however,
since the convective motions of the higher temperature model are
slightly too high, leading to negative vrot sin i. This indicates that
the star is indeed a very slow rotator, as expected for an old halo
star, and that our 3D model is realistic in terms of predicting the
intrinsic line broadening from convective motions. Instead, we
adopted the same errors as for 3D, LTE and added to that an es-
timate of the influence of the limited number of snapshots used
to sample the NLTE/LTE profile ratio. For all stars, and both
methods, this error on 6Li/7Li is equal to 0.002.

The isotopic ratios and associated errors due to random and
systematic uncertainties should thus be read from Table 4 as
6Li/7Li ± �obs ± �model.

3.4. Calibration lines

Following the same reasoning as detailed in previous studies
(Smith et al. 1998; Asplund et al. 2006), simultaneous modelling
of lines of other neutral species is important in order to con-
strain any intrinsic line broadening and thereby reduce the error
bar on the isotopic ratio. The broadening due to non-thermal gas
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Stars leave their signatures on the light they emit from their atmospheres, in the form of 
absorption and emission lines.  By comparing with model stellar spectra, we can decode these 
signatures to reveal the physical properties of stars, in particular their chemical compositions.  
This information sheds light on the structure and evolution of the stars themselves, as well as 
their planets, and even the Galaxy as a whole... provided that the model spectra are sufficiently 
realistic [1].   
 

 
Figure 1: 3D non-LTE modelling of N I lines in the solar atmosphere [2].  Left: Term diagram 
illustrating the levels and transitions considered in statistical equilibrium.  Right: Contribution 
function for the N I 868.34nm line in a vertical slice of a snapshot of the solar atmosphere. 
 
I shall describe the state-of-the-art in modelling the spectra of late-type stars like our Sun.  Such 
models are based on three-dimensional (3D) radiation-hydrodynamics and take into account 
departures from local thermodynamic equilibrium (non-LTE) [2,3].  I shall illustrate some of 
their successes, as well as their limitations, and thereby try to make the case for more reliable 
atomic data, in particular oscillator strengths, photoionisation cross-sections, and inelastic 
collision rates [4]. 
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Fig. 3. Example synthetic profiles in LTE (dashed) and NLTE (solid)
of the Li resonance line, computed with the same abundance (A(7Li) =
2.0, 6Li/7Li = 0.0, vrot sin i = 0.0) for the model of HD 140283. Also
shown is an LTE line profile interpolated to meet the same equivalent
width as the NLTE line (dotted). More absorption appears in the red
wing relative to the blue in NLTE due to strongly di↵erential e↵ects in
granules and inter-granular lanes.
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Fig. 4. Histograms of the ratio between the spatially resolved equivalent
widths at disk center intensity found in NLTE and LTE for a snapshot
of G64-12.

in Figs. 5 and 6. The best-fit values and corresponding errors
of the fitting parameters were found by parabolic fits to the
�2 data along the lines of maximum degeneracy. As seen in
the figures, the full parameter space defined by the 1�-contours
(�2 = �2

min + 1) is adequately covered by the error bars. When
vrot sin i was determined from calibration lines, the associated
uncertainty was propagated and added to �obs.

Finally, we have estimated the errors inherent in the syn-
thetic profiles due to uncertainties in stellar parameters and to
the limited sampling of the NLTE/LTE profile ratio. We refer
to this error as �model. We assumed that only the error in ef-
fective temperature plays a significant role for the line forma-
tion of neutral species, and hence in the determination of the
isotopic ratio, and adopted 100 K as a reasonable error bar (see
Table 2). As was pointed out by e.g. Asplund et al. (2006), errors
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Fig. 5. �2-surfaces (1�, 2�, and 3�) obtained for G64-12 by varying
two line parameters at the time, as indicated on the respective axes; red
dashed lines: Nfree = 5 and black solid lines: Nfree = 4. The other free
parameters have been optimised at each grid point. The best-fit value
and associated error bars are indicated for Nfree = 5 in the top panel and
Nfree = 4 in the two lower panels (bullets).

of this magnitude do not contribute significantly to the error in
the 6Li/7Li-ratio in a 1D analysis, but in 3D we must account for
a non-negligible e↵ect on the shape of the line profile. We have
estimated this contribution by repeating the 3D, LTE analysis for
a 140 K hotter model of HD 84937, and adopt 0.009 and 0.004
as reasonable estimates of �model when Nfree = 5 and Nfree = 4,
respectively. The 3D, NLTE analysis was not repeated, however,
since the convective motions of the higher temperature model are
slightly too high, leading to negative vrot sin i. This indicates that
the star is indeed a very slow rotator, as expected for an old halo
star, and that our 3D model is realistic in terms of predicting the
intrinsic line broadening from convective motions. Instead, we
adopted the same errors as for 3D, LTE and added to that an es-
timate of the influence of the limited number of snapshots used
to sample the NLTE/LTE profile ratio. For all stars, and both
methods, this error on 6Li/7Li is equal to 0.002.

The isotopic ratios and associated errors due to random and
systematic uncertainties should thus be read from Table 4 as
6Li/7Li ± �obs ± �model.

3.4. Calibration lines

Following the same reasoning as detailed in previous studies
(Smith et al. 1998; Asplund et al. 2006), simultaneous modelling
of lines of other neutral species is important in order to con-
strain any intrinsic line broadening and thereby reduce the error
bar on the isotopic ratio. The broadening due to non-thermal gas
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Stars leave their signatures on the light they emit from their atmospheres, in the form of 
absorption and emission lines.  By comparing with model stellar spectra, we can decode these 
signatures to reveal the physical properties of stars, in particular their chemical compositions.  
This information sheds light on the structure and evolution of the stars themselves, as well as 
their planets, and even the Galaxy as a whole... provided that the model spectra are sufficiently 
realistic [1].   
 

 
Figure 1: 3D non-LTE modelling of N I lines in the solar atmosphere [2].  Left: Term diagram 
illustrating the levels and transitions considered in statistical equilibrium.  Right: Contribution 
function for the N I 868.34nm line in a vertical slice of a snapshot of the solar atmosphere. 
 
I shall describe the state-of-the-art in modelling the spectra of late-type stars like our Sun.  Such 
models are based on three-dimensional (3D) radiation-hydrodynamics and take into account 
departures from local thermodynamic equilibrium (non-LTE) [2,3].  I shall illustrate some of 
their successes, as well as their limitations, and thereby try to make the case for more reliable 
atomic data, in particular oscillator strengths, photoionisation cross-sections, and inelastic 
collision rates [4]. 
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P. E. Nissen and W. J. Schuster: Two distinct halo populations in the solar neighborhood

Fig. 5. [Si/Fe], [Ca/Fe], and [Ti/Fe] as a function of [Fe/H]. The same
symbols as in Fig. 1 are used.

Fig. 6. [Na/Fe], [Cr/Fe], and [Ni/Fe] as a function of [Fe/H]. The same
symbols as in Fig. 1 are used.

Fig. 7. UVES spectra of two stars with nearly the same atmo-
spheric parameters Teff , log g, and [Fe/H]. The spectrum of the
low-α star CD−45 3283 (Teff = 5597 K, log g= 4.55, [Fe/H]=−0.91,
[α/Fe]= 0.12) is shown with a red line and that of the high-α star G 159-
50 (Teff = 5624 K, log g= 4.37, [Fe/H]=−0.93, [α/Fe]= 0.31) with a
green line. The Fe lines have the same strength in the two spectra, but
the Na, Mg, Si, and Ni lines are significantly weaker in the spectrum of
the low-α star.

Fig. 8. WLSR versus ULSR for stars with [Fe/H] > −1.4. The same sym-
bols as in Fig. 3 are used.
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I shall describe the state-of-the-art in modelling the spectra of late-type stars like our Sun.  Such 
models are based on three-dimensional (3D) radiation-hydrodynamics and take into account 
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Fig. 5. [Si/Fe], [Ca/Fe], and [Ti/Fe] as a function of [Fe/H]. The same
symbols as in Fig. 1 are used.

Fig. 6. [Na/Fe], [Cr/Fe], and [Ni/Fe] as a function of [Fe/H]. The same
symbols as in Fig. 1 are used.

Fig. 7. UVES spectra of two stars with nearly the same atmo-
spheric parameters Teff , log g, and [Fe/H]. The spectrum of the
low-α star CD−45 3283 (Teff = 5597 K, log g= 4.55, [Fe/H]=−0.91,
[α/Fe]= 0.12) is shown with a red line and that of the high-α star G 159-
50 (Teff = 5624 K, log g= 4.37, [Fe/H]=−0.93, [α/Fe]= 0.31) with a
green line. The Fe lines have the same strength in the two spectra, but
the Na, Mg, Si, and Ni lines are significantly weaker in the spectrum of
the low-α star.

Fig. 8. WLSR versus ULSR for stars with [Fe/H] > −1.4. The same sym-
bols as in Fig. 3 are used.
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I shall describe the state-of-the-art in modelling the spectra of late-type stars like our Sun.  Such 
models are based on three-dimensional (3D) radiation-hydrodynamics and take into account 
departures from local thermodynamic equilibrium (non-LTE) [2,3].  I shall illustrate some of 
their successes, as well as their limitations, and thereby try to make the case for more reliable 
atomic data, in particular oscillator strengths, photoionisation cross-sections, and inelastic 
collision rates [4]. 
 
References 
[1] P. E. Nissen, B. Gustafsson, A&ARv, 26, 6 (2018) 
[2] A. M. Amarsi, N. Grevesse, J. Grumer, et al, A&A, 636, A120 (2020) 
[3] A. M. Amarsi, S. Liljegren, P. E. Nissen, A&A, 668, A68 (2022) 
[4] P. S. Barklem, A&ARv, 9, 54 (2016) 
 
 
*email: anish.amarsi@physics.uu.se 

2 So 2 P 2 Po 2 D 2 Do 2 F 2 Fo 2 G 2 Go 4 So 4 P 4 Po 4 D 4 Do 4 F 4 Fo 4 G 4 Go

0

2

4

6

8

10

12

14

2 So 2 P 2 Po 2 D 2 Do 2 F 2 Fo 2 G 2 Go 4 So 4 P 4 Po 4 D 4 Do 4 F 4 Fo 4 G 4 Go

0

2

4

6

8

10

12

14

E
n

e
rg

y 
/ 

e
V

Full NI atom
230 levels
4186 lines
554 continua

0. 1. 2. 3. 4. 5.

−0.2

0.0

0.2

0.4

0.6

0.8

0. 1. 2. 3. 4. 5.
x / Mm

−0.2

0.0

0.2

0.4

0.6

0.8

H
e

ig
h

t 
/ 

M
m

−10

−8

−6

−4

−2

0

lo
g

1
0
 [

 C
 /

 M
a

x(
C

) 
] 

 

−4

−3

−2

−1

+0
+1
+2

0. 1. 2. 3. 4. 5.

−0.2

0.0

0.2

0.4

0.6

0.8

Atomic data needs

Accuracy

Amount 
of data

P. E. Nissen and W. J. Schuster: Two distinct halo populations in the solar neighborhood

Fig. 5. [Si/Fe], [Ca/Fe], and [Ti/Fe] as a function of [Fe/H]. The same
symbols as in Fig. 1 are used.

Fig. 6. [Na/Fe], [Cr/Fe], and [Ni/Fe] as a function of [Fe/H]. The same
symbols as in Fig. 1 are used.

Fig. 7. UVES spectra of two stars with nearly the same atmo-
spheric parameters Teff , log g, and [Fe/H]. The spectrum of the
low-α star CD−45 3283 (Teff = 5597 K, log g= 4.55, [Fe/H]=−0.91,
[α/Fe]= 0.12) is shown with a red line and that of the high-α star G 159-
50 (Teff = 5624 K, log g= 4.37, [Fe/H]=−0.93, [α/Fe]= 0.31) with a
green line. The Fe lines have the same strength in the two spectra, but
the Na, Mg, Si, and Ni lines are significantly weaker in the spectrum of
the low-α star.

Fig. 8. WLSR versus ULSR for stars with [Fe/H] > −1.4. The same sym-
bols as in Fig. 3 are used.
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Stars leave their signatures on the light they emit from their atmospheres, in the form of 
absorption and emission lines.  By comparing with model stellar spectra, we can decode these 
signatures to reveal the physical properties of stars, in particular their chemical compositions.  
This information sheds light on the structure and evolution of the stars themselves, as well as 
their planets, and even the Galaxy as a whole... provided that the model spectra are sufficiently 
realistic [1].   
 

 
Figure 1: 3D non-LTE modelling of N I lines in the solar atmosphere [2].  Left: Term diagram 
illustrating the levels and transitions considered in statistical equilibrium.  Right: Contribution 
function for the N I 868.34nm line in a vertical slice of a snapshot of the solar atmosphere. 
 
I shall describe the state-of-the-art in modelling the spectra of late-type stars like our Sun.  Such 
models are based on three-dimensional (3D) radiation-hydrodynamics and take into account 
departures from local thermodynamic equilibrium (non-LTE) [2,3].  I shall illustrate some of 
their successes, as well as their limitations, and thereby try to make the case for more reliable 
atomic data, in particular oscillator strengths, photoionisation cross-sections, and inelastic 
collision rates [4]. 
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Fig. 5. [Si/Fe], [Ca/Fe], and [Ti/Fe] as a function of [Fe/H]. The same
symbols as in Fig. 1 are used.

Fig. 6. [Na/Fe], [Cr/Fe], and [Ni/Fe] as a function of [Fe/H]. The same
symbols as in Fig. 1 are used.

Fig. 7. UVES spectra of two stars with nearly the same atmo-
spheric parameters Teff , log g, and [Fe/H]. The spectrum of the
low-α star CD−45 3283 (Teff = 5597 K, log g= 4.55, [Fe/H]=−0.91,
[α/Fe]= 0.12) is shown with a red line and that of the high-α star G 159-
50 (Teff = 5624 K, log g= 4.37, [Fe/H]=−0.93, [α/Fe]= 0.31) with a
green line. The Fe lines have the same strength in the two spectra, but
the Na, Mg, Si, and Ni lines are significantly weaker in the spectrum of
the low-α star.

Fig. 8. WLSR versus ULSR for stars with [Fe/H] > −1.4. The same sym-
bols as in Fig. 3 are used.
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Stars leave their signatures on the light they emit from their atmospheres, in the form of 
absorption and emission lines.  By comparing with model stellar spectra, we can decode these 
signatures to reveal the physical properties of stars, in particular their chemical compositions.  
This information sheds light on the structure and evolution of the stars themselves, as well as 
their planets, and even the Galaxy as a whole... provided that the model spectra are sufficiently 
realistic [1].   
 

 
Figure 1: 3D non-LTE modelling of N I lines in the solar atmosphere [2].  Left: Term diagram 
illustrating the levels and transitions considered in statistical equilibrium.  Right: Contribution 
function for the N I 868.34nm line in a vertical slice of a snapshot of the solar atmosphere. 
 
I shall describe the state-of-the-art in modelling the spectra of late-type stars like our Sun.  Such 
models are based on three-dimensional (3D) radiation-hydrodynamics and take into account 
departures from local thermodynamic equilibrium (non-LTE) [2,3].  I shall illustrate some of 
their successes, as well as their limitations, and thereby try to make the case for more reliable 
atomic data, in particular oscillator strengths, photoionisation cross-sections, and inelastic 
collision rates [4]. 
 
References 
[1] P. E. Nissen, B. Gustafsson, A&ARv, 26, 6 (2018) 
[2] A. M. Amarsi, N. Grevesse, J. Grumer, et al, A&A, 636, A120 (2020) 
[3] A. M. Amarsi, S. Liljegren, P. E. Nissen, A&A, 668, A68 (2022) 
[4] P. S. Barklem, A&ARv, 9, 54 (2016) 
 
 
*email: anish.amarsi@physics.uu.se 

2 So 2 P 2 Po 2 D 2 Do 2 F 2 Fo 2 G 2 Go 4 So 4 P 4 Po 4 D 4 Do 4 F 4 Fo 4 G 4 Go

0

2

4

6

8

10

12

14

2 So 2 P 2 Po 2 D 2 Do 2 F 2 Fo 2 G 2 Go 4 So 4 P 4 Po 4 D 4 Do 4 F 4 Fo 4 G 4 Go

0

2

4

6

8

10

12

14

E
n

e
rg

y 
/ 

e
V

Full NI atom
230 levels
4186 lines
554 continua

0. 1. 2. 3. 4. 5.

−0.2

0.0

0.2

0.4

0.6

0.8

0. 1. 2. 3. 4. 5.
x / Mm

−0.2

0.0

0.2

0.4

0.6

0.8

H
e

ig
h

t 
/ 

M
m

−10

−8

−6

−4

−2

0

lo
g

1
0
 [

 C
 /

 M
a

x(
C

) 
] 

 

−4

−3

−2

−1

+0
+1
+2

0. 1. 2. 3. 4. 5.

−0.2

0.0

0.2

0.4

0.6

0.8

Atomic data needs

Accuracy

Amount 
of data

P. E. Nissen and W. J. Schuster: Two distinct halo populations in the solar neighborhood

Fig. 5. [Si/Fe], [Ca/Fe], and [Ti/Fe] as a function of [Fe/H]. The same
symbols as in Fig. 1 are used.

Fig. 6. [Na/Fe], [Cr/Fe], and [Ni/Fe] as a function of [Fe/H]. The same
symbols as in Fig. 1 are used.

Fig. 7. UVES spectra of two stars with nearly the same atmo-
spheric parameters Teff , log g, and [Fe/H]. The spectrum of the
low-α star CD−45 3283 (Teff = 5597 K, log g= 4.55, [Fe/H]=−0.91,
[α/Fe]= 0.12) is shown with a red line and that of the high-α star G 159-
50 (Teff = 5624 K, log g= 4.37, [Fe/H]=−0.93, [α/Fe]= 0.31) with a
green line. The Fe lines have the same strength in the two spectra, but
the Na, Mg, Si, and Ni lines are significantly weaker in the spectrum of
the low-α star.

Fig. 8. WLSR versus ULSR for stars with [Fe/H] > −1.4. The same sym-
bols as in Fig. 3 are used.
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Stars leave their signatures on the light they emit from their atmospheres, in the form of 
absorption and emission lines.  By comparing with model stellar spectra, we can decode these 
signatures to reveal the physical properties of stars, in particular their chemical compositions.  
This information sheds light on the structure and evolution of the stars themselves, as well as 
their planets, and even the Galaxy as a whole... provided that the model spectra are sufficiently 
realistic [1].   
 

 
Figure 1: 3D non-LTE modelling of N I lines in the solar atmosphere [2].  Left: Term diagram 
illustrating the levels and transitions considered in statistical equilibrium.  Right: Contribution 
function for the N I 868.34nm line in a vertical slice of a snapshot of the solar atmosphere. 
 
I shall describe the state-of-the-art in modelling the spectra of late-type stars like our Sun.  Such 
models are based on three-dimensional (3D) radiation-hydrodynamics and take into account 
departures from local thermodynamic equilibrium (non-LTE) [2,3].  I shall illustrate some of 
their successes, as well as their limitations, and thereby try to make the case for more reliable 
atomic data, in particular oscillator strengths, photoionisation cross-sections, and inelastic 
collision rates [4]. 
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P. E. Nissen and W. J. Schuster: Two distinct halo populations in the solar neighborhood

Fig. 5. [Si/Fe], [Ca/Fe], and [Ti/Fe] as a function of [Fe/H]. The same
symbols as in Fig. 1 are used.

Fig. 6. [Na/Fe], [Cr/Fe], and [Ni/Fe] as a function of [Fe/H]. The same
symbols as in Fig. 1 are used.

Fig. 7. UVES spectra of two stars with nearly the same atmo-
spheric parameters Teff , log g, and [Fe/H]. The spectrum of the
low-α star CD−45 3283 (Teff = 5597 K, log g= 4.55, [Fe/H]=−0.91,
[α/Fe]= 0.12) is shown with a red line and that of the high-α star G 159-
50 (Teff = 5624 K, log g= 4.37, [Fe/H]=−0.93, [α/Fe]= 0.31) with a
green line. The Fe lines have the same strength in the two spectra, but
the Na, Mg, Si, and Ni lines are significantly weaker in the spectrum of
the low-α star.

Fig. 8. WLSR versus ULSR for stars with [Fe/H] > −1.4. The same sym-
bols as in Fig. 3 are used.
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Stars leave their signatures on the light they emit from their atmospheres, in the form of 
absorption and emission lines.  By comparing with model stellar spectra, we can decode these 
signatures to reveal the physical properties of stars, in particular their chemical compositions.  
This information sheds light on the structure and evolution of the stars themselves, as well as 
their planets, and even the Galaxy as a whole... provided that the model spectra are sufficiently 
realistic [1].   
 

 
Figure 1: 3D non-LTE modelling of N I lines in the solar atmosphere [2].  Left: Term diagram 
illustrating the levels and transitions considered in statistical equilibrium.  Right: Contribution 
function for the N I 868.34nm line in a vertical slice of a snapshot of the solar atmosphere. 
 
I shall describe the state-of-the-art in modelling the spectra of late-type stars like our Sun.  Such 
models are based on three-dimensional (3D) radiation-hydrodynamics and take into account 
departures from local thermodynamic equilibrium (non-LTE) [2,3].  I shall illustrate some of 
their successes, as well as their limitations, and thereby try to make the case for more reliable 
atomic data, in particular oscillator strengths, photoionisation cross-sections, and inelastic 
collision rates [4]. 
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P. E. Nissen and W. J. Schuster: Two distinct halo populations in the solar neighborhood

Fig. 5. [Si/Fe], [Ca/Fe], and [Ti/Fe] as a function of [Fe/H]. The same
symbols as in Fig. 1 are used.

Fig. 6. [Na/Fe], [Cr/Fe], and [Ni/Fe] as a function of [Fe/H]. The same
symbols as in Fig. 1 are used.

Fig. 7. UVES spectra of two stars with nearly the same atmo-
spheric parameters Teff , log g, and [Fe/H]. The spectrum of the
low-α star CD−45 3283 (Teff = 5597 K, log g= 4.55, [Fe/H]=−0.91,
[α/Fe]= 0.12) is shown with a red line and that of the high-α star G 159-
50 (Teff = 5624 K, log g= 4.37, [Fe/H]=−0.93, [α/Fe]= 0.31) with a
green line. The Fe lines have the same strength in the two spectra, but
the Na, Mg, Si, and Ni lines are significantly weaker in the spectrum of
the low-α star.

Fig. 8. WLSR versus ULSR for stars with [Fe/H] > −1.4. The same sym-
bols as in Fig. 3 are used.
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Stars leave their signatures on the light they emit from their atmospheres, in the form of 
absorption and emission lines.  By comparing with model stellar spectra, we can decode these 
signatures to reveal the physical properties of stars, in particular their chemical compositions.  
This information sheds light on the structure and evolution of the stars themselves, as well as 
their planets, and even the Galaxy as a whole... provided that the model spectra are sufficiently 
realistic [1].   
 

 
Figure 1: 3D non-LTE modelling of N I lines in the solar atmosphere [2].  Left: Term diagram 
illustrating the levels and transitions considered in statistical equilibrium.  Right: Contribution 
function for the N I 868.34nm line in a vertical slice of a snapshot of the solar atmosphere. 
 
I shall describe the state-of-the-art in modelling the spectra of late-type stars like our Sun.  Such 
models are based on three-dimensional (3D) radiation-hydrodynamics and take into account 
departures from local thermodynamic equilibrium (non-LTE) [2,3].  I shall illustrate some of 
their successes, as well as their limitations, and thereby try to make the case for more reliable 
atomic data, in particular oscillator strengths, photoionisation cross-sections, and inelastic 
collision rates [4]. 
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P. E. Nissen and W. J. Schuster: Two distinct halo populations in the solar neighborhood

Fig. 5. [Si/Fe], [Ca/Fe], and [Ti/Fe] as a function of [Fe/H]. The same
symbols as in Fig. 1 are used.

Fig. 6. [Na/Fe], [Cr/Fe], and [Ni/Fe] as a function of [Fe/H]. The same
symbols as in Fig. 1 are used.

Fig. 7. UVES spectra of two stars with nearly the same atmo-
spheric parameters Teff , log g, and [Fe/H]. The spectrum of the
low-α star CD−45 3283 (Teff = 5597 K, log g= 4.55, [Fe/H]=−0.91,
[α/Fe]= 0.12) is shown with a red line and that of the high-α star G 159-
50 (Teff = 5624 K, log g= 4.37, [Fe/H]=−0.93, [α/Fe]= 0.31) with a
green line. The Fe lines have the same strength in the two spectra, but
the Na, Mg, Si, and Ni lines are significantly weaker in the spectrum of
the low-α star.

Fig. 8. WLSR versus ULSR for stars with [Fe/H] > −1.4. The same sym-
bols as in Fig. 3 are used.
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absorption and emission lines.  By comparing with model stellar spectra, we can decode these 
signatures to reveal the physical properties of stars, in particular their chemical compositions.  
This information sheds light on the structure and evolution of the stars themselves, as well as 
their planets, and even the Galaxy as a whole... provided that the model spectra are sufficiently 
realistic [1].   
 

 
Figure 1: 3D non-LTE modelling of N I lines in the solar atmosphere [2].  Left: Term diagram 
illustrating the levels and transitions considered in statistical equilibrium.  Right: Contribution 
function for the N I 868.34nm line in a vertical slice of a snapshot of the solar atmosphere. 
 
I shall describe the state-of-the-art in modelling the spectra of late-type stars like our Sun.  Such 
models are based on three-dimensional (3D) radiation-hydrodynamics and take into account 
departures from local thermodynamic equilibrium (non-LTE) [2,3].  I shall illustrate some of 
their successes, as well as their limitations, and thereby try to make the case for more reliable 
atomic data, in particular oscillator strengths, photoionisation cross-sections, and inelastic 
collision rates [4]. 
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Fig. 5. [Si/Fe], [Ca/Fe], and [Ti/Fe] as a function of [Fe/H]. The same
symbols as in Fig. 1 are used.

Fig. 6. [Na/Fe], [Cr/Fe], and [Ni/Fe] as a function of [Fe/H]. The same
symbols as in Fig. 1 are used.

Fig. 7. UVES spectra of two stars with nearly the same atmo-
spheric parameters Teff , log g, and [Fe/H]. The spectrum of the
low-α star CD−45 3283 (Teff = 5597 K, log g= 4.55, [Fe/H]=−0.91,
[α/Fe]= 0.12) is shown with a red line and that of the high-α star G 159-
50 (Teff = 5624 K, log g= 4.37, [Fe/H]=−0.93, [α/Fe]= 0.31) with a
green line. The Fe lines have the same strength in the two spectra, but
the Na, Mg, Si, and Ni lines are significantly weaker in the spectrum of
the low-α star.

Fig. 8. WLSR versus ULSR for stars with [Fe/H] > −1.4. The same sym-
bols as in Fig. 3 are used.
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Figure 1: 3D non-LTE modelling of N I lines in the solar atmosphere [2].  Left: Term diagram 
illustrating the levels and transitions considered in statistical equilibrium.  Right: Contribution 
function for the N I 868.34nm line in a vertical slice of a snapshot of the solar atmosphere. 
 
I shall describe the state-of-the-art in modelling the spectra of late-type stars like our Sun.  Such 
models are based on three-dimensional (3D) radiation-hydrodynamics and take into account 
departures from local thermodynamic equilibrium (non-LTE) [2,3].  I shall illustrate some of 
their successes, as well as their limitations, and thereby try to make the case for more reliable 
atomic data, in particular oscillator strengths, photoionisation cross-sections, and inelastic 
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Fig. 5. [Si/Fe], [Ca/Fe], and [Ti/Fe] as a function of [Fe/H]. The same
symbols as in Fig. 1 are used.

Fig. 6. [Na/Fe], [Cr/Fe], and [Ni/Fe] as a function of [Fe/H]. The same
symbols as in Fig. 1 are used.

Fig. 7. UVES spectra of two stars with nearly the same atmo-
spheric parameters Teff , log g, and [Fe/H]. The spectrum of the
low-α star CD−45 3283 (Teff = 5597 K, log g= 4.55, [Fe/H]=−0.91,
[α/Fe]= 0.12) is shown with a red line and that of the high-α star G 159-
50 (Teff = 5624 K, log g= 4.37, [Fe/H]=−0.93, [α/Fe]= 0.31) with a
green line. The Fe lines have the same strength in the two spectra, but
the Na, Mg, Si, and Ni lines are significantly weaker in the spectrum of
the low-α star.

Fig. 8. WLSR versus ULSR for stars with [Fe/H] > −1.4. The same sym-
bols as in Fig. 3 are used.
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Figure 1: 3D non-LTE modelling of N I lines in the solar atmosphere [2].  Left: Term diagram 
illustrating the levels and transitions considered in statistical equilibrium.  Right: Contribution 
function for the N I 868.34nm line in a vertical slice of a snapshot of the solar atmosphere. 
 
I shall describe the state-of-the-art in modelling the spectra of late-type stars like our Sun.  Such 
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Fig. 5. [Si/Fe], [Ca/Fe], and [Ti/Fe] as a function of [Fe/H]. The same
symbols as in Fig. 1 are used.

Fig. 6. [Na/Fe], [Cr/Fe], and [Ni/Fe] as a function of [Fe/H]. The same
symbols as in Fig. 1 are used.

Fig. 7. UVES spectra of two stars with nearly the same atmo-
spheric parameters Teff , log g, and [Fe/H]. The spectrum of the
low-α star CD−45 3283 (Teff = 5597 K, log g= 4.55, [Fe/H]=−0.91,
[α/Fe]= 0.12) is shown with a red line and that of the high-α star G 159-
50 (Teff = 5624 K, log g= 4.37, [Fe/H]=−0.93, [α/Fe]= 0.31) with a
green line. The Fe lines have the same strength in the two spectra, but
the Na, Mg, Si, and Ni lines are significantly weaker in the spectrum of
the low-α star.

Fig. 8. WLSR versus ULSR for stars with [Fe/H] > −1.4. The same sym-
bols as in Fig. 3 are used.
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• However, 1990’s analyses were based on 
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their planets, and even the Galaxy as a whole... provided that the model spectra are sufficiently 
realistic [1].   
 

 
Figure 1: 3D non-LTE modelling of N I lines in the solar atmosphere [2].  Left: Term diagram 
illustrating the levels and transitions considered in statistical equilibrium.  Right: Contribution 
function for the N I 868.34nm line in a vertical slice of a snapshot of the solar atmosphere. 
 
I shall describe the state-of-the-art in modelling the spectra of late-type stars like our Sun.  Such 
models are based on three-dimensional (3D) radiation-hydrodynamics and take into account 
departures from local thermodynamic equilibrium (non-LTE) [2,3].  I shall illustrate some of 
their successes, as well as their limitations, and thereby try to make the case for more reliable 
atomic data, in particular oscillator strengths, photoionisation cross-sections, and inelastic 
collision rates [4]. 
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• However, 1990’s analyses were based on 
simple 1D LTE models: 
- Grevesse & Sauval 1998, Z=1.69% 

• Reality: stellar atmospheres are 3D non-LTE 

• More realistic 3D/non-LTE modelling 
presented in 2005, refined in 2009, 2015, and 
most recently in 2021: 
- Asplund, Amarsi, Grevesse 2021, 

Z=1.39%

The revised solar chemical composition
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absorption and emission lines.  By comparing with model stellar spectra, we can decode these 
signatures to reveal the physical properties of stars, in particular their chemical compositions.  
This information sheds light on the structure and evolution of the stars themselves, as well as 
their planets, and even the Galaxy as a whole... provided that the model spectra are sufficiently 
realistic [1].   
 

 
Figure 1: 3D non-LTE modelling of N I lines in the solar atmosphere [2].  Left: Term diagram 
illustrating the levels and transitions considered in statistical equilibrium.  Right: Contribution 
function for the N I 868.34nm line in a vertical slice of a snapshot of the solar atmosphere. 
 
I shall describe the state-of-the-art in modelling the spectra of late-type stars like our Sun.  Such 
models are based on three-dimensional (3D) radiation-hydrodynamics and take into account 
departures from local thermodynamic equilibrium (non-LTE) [2,3].  I shall illustrate some of 
their successes, as well as their limitations, and thereby try to make the case for more reliable 
atomic data, in particular oscillator strengths, photoionisation cross-sections, and inelastic 
collision rates [4]. 
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• 3D/non-LTE modelling: downwards 
revision of solar metallicity 
- Grevesse & Sauval 1998: Z=1.7% 
- Asplund, Amarsi, Grevesse 2021: 

Z=1.4% 

• Revealed a severe discrepancy 
between solar interior structure 
models and helioseismic inferences 

• Worrying broader implications for 
(stellar) astrophysics

The solar modelling problem



Power spectrum of the Sun [W. Ball, Birmingham]

• 3D/non-LTE modelling: downwards 
revision of solar metallicity 
- Grevesse & Sauval 1998: Z=1.7% 
- Asplund, Amarsi, Grevesse 2021: 

Z=1.4% 

• Revealed a severe discrepancy 
between solar interior structure 
models and helioseismic inferences 

• Worrying broader implications for 
(stellar) astrophysics

The solar modelling problem



Error in the predicted interior sound speed [Stasińka+ 2012]

72 Oxygen in the Universe

Fig. 2.4. Relative differences between the sound speed derived through inversion of

oscillation frequencies by Basu et al. (2000) and the sound speed obtained in the solar
models presented in Table 2.3: model A (thick continuous line), model B (dotted line),

model C (dot-dashed line), model D (long dashed line), model E (thin continuous line),
model F (long-dashed short-dashed line).

a stellar model origin for the so-called solar neutrino problem, which was finally
understood as resulting from an inadequate understanding of the properties of the
neutrino itself (see Avanzini 2011; Turck-Chièze et al. 2011, for recent results).

It is worth pointing out that it is the availability of helioseismic constraints that
pressed solar modellers to consider the microscopic diffusion of chemical elements,
in particular helium settling, mandatory input of solar model calculations (see e.g.
Christensen-Dalsgaard et al. 1993). As an illustration we provide here results of
model B which is similar to model A but without microscopic diffusion.

When confronted with the helioseismic inferences, this model is not acceptable,
a major problem being that the predicted helium abundance in the convection zone
is much higher.

The revision of the solar abundance mixture considerably darkened the picture
of the nice agreement between the solar interior model and the observed oscillation
frequencies and derived data. Models C and D have been calibrated with the same
input physics as model A but with revised solar mixtures, i.e. the current AGSS09
mixture and the former AGS05 (Asplund 2005) mixture. As shown in Figure 2.4,
in models C and D, the discrepancy in the sound speed already seen in model A
just below the convection zone is strongly increased. Furthermore, the discrepant
region now extends over the whole radiative zone and in the centre. Also, the
agreement reached in model A with the seismic values of Ycz and Rbcz is severely
degraded. Remarkably, the disagreement in the sound speed is at the level of the
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• Worrying broader implications for 
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Best estimate of Z directly from helioseismic data [Buldgen+ submitted]

A problem with 3D non-LTE models?

• Unlikely, because direct inversions of helioseismic data also suggest 
Z~1.4% consistent with 3D non-LTE models (Buldgen et al. submitted) 

Low Z 
(3D non-LTE)

High Z

Helioseismic determination of the Solar metallicity
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Abstract

The solar chemical composition is a key element entering both solar en stellar models. Therefore,
knowing the chemical composition of the Sun is relevant for the choice of physical elements entering stellar
model grids. Following the revision in the early 2000s of the solar heavy element content (Asplund et al. 2009),
an ongoing debate has agitated the solar modelling community as keeping the Grevesse & Sauval (1998) value
would provide a much better agreement with some helioseismic constraints (sound speed, base of the convective
envelope position, ...). The recent spectroscopic determinations of solar abundances provided
by Asplund et al. 2021 has been challenged by Magg et al. 2022, revising the solar
metallicity back to the 1998 value.
Independently of the controversy in spectroscopy, helioseismic determinations of the solar metallicity have
been attempted. The latest studies favour a low value (Vorontsov et al. 2013,2014; Buldgen et al. 2017),
but suffer from low precision. We present an improved determination of the solar metallicity from helioseismic
inversions and show that for all modern equations of state, we find a precise value in agreement with
the Asplund et al. (2021) abundances, strongly rejecting the Magg et al. (2022) value.

Context: Solar Abundance Problem

Solar abundances play a key role in stellar structure and evolution:

•Reference for the metallicity scale,

•Anchoring point of the Y − Z enrichment law,

•Validation of solar models paves the way for large-scale asteroseismic modelling of solar-like oscillators (PLATO).

However: revision of abundances by Asplund et al. 2009 caused problems with helioseismic constraints.
How degenerate are the classical seismic constraints?
Sound speed, neutrino fluxes, BCZ position and YCZ are not direct constraints on solar
abundances (Buldgen et al. 2023). They are influenced by other ingredients: Equation of
state, opacities, mixing prescription for chemicals.

⇒ Avoid issues by looking directly at Γ1 in the solar envelope (only dependency in EOS) and
provide an independent measurement of Z#.

Inversion strategy

Analysis: we start from extended calibration procedures (as in Buld-
gen et al. 2023) to reproduce R#, L#, [Z/X ]# and rbcz using X0,
Z0, αMLT and αOv (instantaneous mixing, ∇Ad).

Extended calibration

Seismic reconstruction
Iteration on A profile 
(Buldgen et al. 2020)

Final inversion of 

Gamma 1 Inversion

Chemical composition determination

Final inversion of 

Fig. 1: Inversion strategy to determine the solar metallicity
from helioseismic data.
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Fig. 2: Γ1 profile of solar models with various EOS and abun-
dances.

Hare-and-hounds exercises

Setup: same set of modes and errors as actual solar values. Cali-
brated trade-off parameters for each inversion. Three test cases are
used:
•HH1: Differing EOS and abundances, both Z and EOS effects
are present.

•HH2: Differing EOS but same abundances, only EOS effects are
present.

•HH3: Same EOS but differing abundances, only Z effects are
present.

Results: In all cases, the correct Z and X are recovered by the
inversion. A high-Z model cannot be mistaken for a low-
Z model (and vice versa).

3
3

3
3

1
1
0

1
1
0

110

1
1
0

1
1
0

2
2
0

2
2
0

2
2
0

2
2
0

2
2
0

2
2
0

4
4
0

4
4
0

4
4
0

4
4
0

4
4
0

4
4
0

4
4
0

4
4
0

1
3
2
0

1
3
2
0

1
3
2
0

1
3
2
0

1
3
2
0

1
3
2
0

1
3
2
0

1
3
2
0

0.725 0.73 0.735 0.74
0.01

0.011

0.012

0.013

0.014

0.015

0.016

0.017

Fig. 3: X determination from Γ1 profile (HH3).
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Conclusion

Helioseismic inversions of the solar metallicity allow to distinguish between high and low metallicity models. Further modifications can be expected from
improvements of the equation of state of the solar material. A detailed precedure is required to extract precise and accurate results:

1. Use combined inversions to minimize cross-term contributions;

2. Analyse systematics from various equations of state (FreeEOS, SAHA-S);

3. Analyse systematics from various datasets;

We conclude that helioseismic data does not favour a high solar metallicity of the convective envelope (as shown by Vorontsov
et al. (2013, 2014) and Buldgen et al. (2017)).

We determine a precise interval of inferred metallicity of [0.0120 , 0.0151] and hydrogen [0.715 , 0.732]. In all our cases using two
different datasets and equations of state, the solar metallicity of Magg et al. 2022 is strongly rejected. The SAHA-S equation
of state is also favoured over FreeEOS.

Inversion of Solar data

Setup: 2 helioseismic datasets, 2 different equations of states, 5 different
models.
Method: each Γ1 profile is reconstructed individually from detailed
non-linear inversions.

Fig. 5: Γ1 fitting at high T for various EOS.
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Fig. 6: χ2 map of the high T domain for solar data, the red and
orange crosses show the values from calibrated solar models.

Fig. 7: X-Z range inferred for all models, EOS and datasets.

Differences in reduced χ2 values between high-Z and low-Z
models range from a factor 6 to 10. The highest degree of
rejection is found for high-Z, high-Y models (around 0.245-
0.25), which is the output of high-Z calibrated evolutionary
models.

Future works are needed to explain the origins of the dif-
ferences between FreeEOS and SAHA-S. MHD2020 could
play the role of third party in this analysis.
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• A possible contributing factor to the 
solar problem is the treatment of 
interior opacities 
- Temperatures of around 2 million 

kelvin 
- Larger abundances or larger 

opacities = similar impact on solar 
models 

• (Also see talk #4 on Monday; poster 
#26)

on the ratio of the measured to calculated iron opacity (Fig. 3c), the
Rosselandmeanweighting function, and the relative importance of the
iron contribution to the total opacity at each wavelength. The percent-
age change per unit wavelength in the Rosselandmean caused by using
the experimental ironmeasurement as a functionofwavelength (Fig. 4)
helps to identify which spectral features have the most impact on the
Sun’s opacity. Integrated overwavelength, theRosselandmean for this
mixtureof solar constituents is 76 3%higherwhen theexperimental iron
opacity is used. This is about half of the opacity adjustment required8 to
restore agreement between standard solarmodels11 andhelioseismology.
The present experiments imply that model corrections are probably

needed for all the solar constituents ionized into the L-shell, including
Ni, Cr, Ti, and Ca. Experiments with Ni andCr are in progress, both to
help evaluatehypotheses for themodel–experimentdiscrepancyobserved
for iron and to determinewhether additional revisions to the solar opa-
cityare appropriate. Futureworkwill attempt to increase the experimental
electron density by a factor of 2.3, to achieve opacity measurements at
theTe and ne that are believed to exist at the solar radiation/convection
zone boundary region.

Online Content Methods, along with any additional Extended Data display items
andSourceData, are available in theonline versionof thepaper; referencesunique
to these sections appear only in the online paper.
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Figure 3 | Comparisons of iron opacity spectra with multiple models
at the solar radiation/convection zone boundary temperature. The
Te5 2.113 106K, ne5 3.13 1022 cm23 conditions displayed here were
deemed to be the most accurate; the opacity represents an average obtained by
combining information from five separate experiments with four independent
spectrometers. The calculations account for the instrument resolution and

the experiment error bars represent 1s uncertainties. a, Comparison with the
OP model25,26 that is used for solar modelling. The dashed lines are the
Rosselandmean opacities calculated for this wavelength range. b, Comparisons
with the ATOMIC, OPAS and SCO-RCG models. c, Ratio of the experiment
opacity to the opacities modelled by SCRAM, OP and SCO-RCG.
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Figure 4 | Measured iron opacity impact on solar mixture Rosseland
mean. The opacity of a plasma with solar composition9 is calculated with
OP25,26 (green line; log scale on left axis) at the experiment conditions
(Te5 2.113 106K, ne5 3.13 1022 cm23). The opacity for the same plasma
using the measured iron opacity is generally higher (red line; log scale on left
axis). The Rosseland mean opacity percentage change per unit wavelength
(DKrl) is denoted with a blue line (linear scale on right axis). Spectral features
where the blue curve is below the dashed line reduce the solar mixture
Rosseland mean and features above the dashed line raise it.
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Higher-than-predicted measured opacities [Bailey+ 2015]

A problem of missing opacity?



• “The measured wavelength-dependent opacity is 30–400 per cent higher 
than predicted. This represents roughly half the change in the mean opacity 
needed to resolve the solar discrepancy, even though iron is only one of 
many elements that contribute to opacity” [Bailey+ 2015]

Higher-than-predicted measured opacities [Bailey+ 2015]

on the ratio of the measured to calculated iron opacity (Fig. 3c), the
Rosselandmeanweighting function, and the relative importance of the
iron contribution to the total opacity at each wavelength. The percent-
age change per unit wavelength in the Rosselandmean caused by using
the experimental ironmeasurement as a functionofwavelength (Fig. 4)
helps to identify which spectral features have the most impact on the
Sun’s opacity. Integrated overwavelength, theRosselandmean for this
mixtureof solar constituents is 76 3%higherwhen theexperimental iron
opacity is used. This is about half of the opacity adjustment required8 to
restore agreement between standard solarmodels11 andhelioseismology.
The present experiments imply that model corrections are probably

needed for all the solar constituents ionized into the L-shell, including
Ni, Cr, Ti, and Ca. Experiments with Ni andCr are in progress, both to
help evaluatehypotheses for themodel–experimentdiscrepancyobserved
for iron and to determinewhether additional revisions to the solar opa-
cityare appropriate. Futureworkwill attempt to increase the experimental
electron density by a factor of 2.3, to achieve opacity measurements at
theTe and ne that are believed to exist at the solar radiation/convection
zone boundary region.

Online Content Methods, along with any additional Extended Data display items
andSourceData, are available in theonline versionof thepaper; referencesunique
to these sections appear only in the online paper.
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Figure 3 | Comparisons of iron opacity spectra with multiple models
at the solar radiation/convection zone boundary temperature. The
Te5 2.113 106K, ne5 3.13 1022 cm23 conditions displayed here were
deemed to be the most accurate; the opacity represents an average obtained by
combining information from five separate experiments with four independent
spectrometers. The calculations account for the instrument resolution and

the experiment error bars represent 1s uncertainties. a, Comparison with the
OP model25,26 that is used for solar modelling. The dashed lines are the
Rosselandmean opacities calculated for this wavelength range. b, Comparisons
with the ATOMIC, OPAS and SCO-RCG models. c, Ratio of the experiment
opacity to the opacities modelled by SCRAM, OP and SCO-RCG.
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Figure 4 | Measured iron opacity impact on solar mixture Rosseland
mean. The opacity of a plasma with solar composition9 is calculated with
OP25,26 (green line; log scale on left axis) at the experiment conditions
(Te5 2.113 106K, ne5 3.13 1022 cm23). The opacity for the same plasma
using the measured iron opacity is generally higher (red line; log scale on left
axis). The Rosseland mean opacity percentage change per unit wavelength
(DKrl) is denoted with a blue line (linear scale on right axis). Spectral features
where the blue curve is below the dashed line reduce the solar mixture
Rosseland mean and features above the dashed line raise it.
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on the ratio of the measured to calculated iron opacity (Fig. 3c), the
Rosselandmeanweighting function, and the relative importance of the
iron contribution to the total opacity at each wavelength. The percent-
age change per unit wavelength in the Rosselandmean caused by using
the experimental ironmeasurement as a functionofwavelength (Fig. 4)
helps to identify which spectral features have the most impact on the
Sun’s opacity. Integrated overwavelength, theRosselandmean for this
mixtureof solar constituents is 76 3%higherwhen theexperimental iron
opacity is used. This is about half of the opacity adjustment required8 to
restore agreement between standard solarmodels11 andhelioseismology.
The present experiments imply that model corrections are probably

needed for all the solar constituents ionized into the L-shell, including
Ni, Cr, Ti, and Ca. Experiments with Ni andCr are in progress, both to
help evaluatehypotheses for themodel–experimentdiscrepancyobserved
for iron and to determinewhether additional revisions to the solar opa-
cityare appropriate. Futureworkwill attempt to increase the experimental
electron density by a factor of 2.3, to achieve opacity measurements at
theTe and ne that are believed to exist at the solar radiation/convection
zone boundary region.

Online Content Methods, along with any additional Extended Data display items
andSourceData, are available in theonline versionof thepaper; referencesunique
to these sections appear only in the online paper.
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Figure 3 | Comparisons of iron opacity spectra with multiple models
at the solar radiation/convection zone boundary temperature. The
Te5 2.113 106K, ne5 3.13 1022 cm23 conditions displayed here were
deemed to be the most accurate; the opacity represents an average obtained by
combining information from five separate experiments with four independent
spectrometers. The calculations account for the instrument resolution and

the experiment error bars represent 1s uncertainties. a, Comparison with the
OP model25,26 that is used for solar modelling. The dashed lines are the
Rosselandmean opacities calculated for this wavelength range. b, Comparisons
with the ATOMIC, OPAS and SCO-RCG models. c, Ratio of the experiment
opacity to the opacities modelled by SCRAM, OP and SCO-RCG.
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Figure 4 | Measured iron opacity impact on solar mixture Rosseland
mean. The opacity of a plasma with solar composition9 is calculated with
OP25,26 (green line; log scale on left axis) at the experiment conditions
(Te5 2.113 106K, ne5 3.13 1022 cm23). The opacity for the same plasma
using the measured iron opacity is generally higher (red line; log scale on left
axis). The Rosseland mean opacity percentage change per unit wavelength
(DKrl) is denoted with a blue line (linear scale on right axis). Spectral features
where the blue curve is below the dashed line reduce the solar mixture
Rosseland mean and features above the dashed line raise it.
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Atomic-astrophysics connections
• The solar problem is a good illustration 

of the connections between atomic 
physics and astrophysics 

• Atomic  Astro  
- Improved log gf’s = well-constrained 

1D LTE composition (e.g. 1990’s)

→

Atomic Data and the Spectrum of the Solar Photosphere 135 

For narrow ranges of the excitation energy, the dispersion 
of the abundance results is quite small but there is clearly a 
trend showing some dependence of the abundance on the 
excitation energy of the lower level. This could possibly be 
explained as slight and subtle departures from LTE. These 
peculiar behaviours would totally be masked if less accurate 
gf-values had been used (see Section 3.4). 

3.4. gf-values and abundances 
We shall hereafter illustrate with a few examples the influ- 
ence of the accuracy of the gf-values on the dispersion and 
the mean value of the solar photospheric abundances. 

Figure 2 shows the vanadium abundance as a function of 
the excitation energy as derived by different authors ([44- 
461, presents results: [43]), using the gf-values available at 
the time. Note that there is a strong decrease in the disper- 
sion of the results down to the very small dispersion in [43] 
obtained when using accurate gf-values derived from life- 
time and branching fraction measurements. 

The iron abundance has followed ,the same trend with 
time, as can be seen in Fig. 3 where we have plotted the 
solar abundances as derived from Fe I lines, using gf-values 

3 . 0 1  I 1 v.; ;;r ,[tg;, , , I , , ,I 
L Gwvrrrr (19701 

3.7 . Biimonl 1197801 
* Prrrent results 
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Fig. 2. Abundance of vanadium as a function of the excitation energy 
derived by different authors [44-461 and present results [43], using differ- 
ent gf-values. The very large dispersion noted for works prior to [43] 
reduces tremendously when using the accurate gf-values of [43]. It also 
shows that results prior to [43] were in complete disagreement with the 
meteoritic abundance, A ,  = 4.02, essentially because of the use of inaccur- 
ate transition probabilities 

. + .  --. . . .  . c 
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Fig. 3. Evolution of the solar abundance of iron and of the disperson of the 
results as derived from Fe I lines. The 1987 results are obtained using the 
very accurate gf-values of Oxford [31]. Earlier results are obtained using 
solar equivalent widths measured with high accuracy but gf-values avail- 
able in 1967 and 1977 respectively 

E:: I c V I  

available in 1967, 1977 and 1987. The last results have been 
obtained with the accurate Oxford gf-values [31] (see 
Section 3.2). 

The difference in the mean values and in the dispersion is 
striking and emphasizes the crucial role played by the accur- 
acy of the transition probabilities. 

We must stress that the dispersion observed in solar 
abundances essentially reflects the level of accuracy of the 
gf-values used. 

This iron problem which is now claimed to be solved (see 
Section 3.2) has in fact opened a new iron problem namely 
the behaviour of the abundance derived from Fe I line us. 
the excitation energy, E,,,  for a very large range of E, , ,  
from 0 to 7.5 eV, observed in the solar spectrum. O'Brian et 
al. [47] have recently published quite a large number of 
transition probabilities for Fe I lines obtained from lifetime 
and branching fraction measurements. We used their data 
for about 100 faint Fe I lines in order to avoid the micro- 
turbulence and broadening uncertainties. The results are 
presented in Fig. 4. They are somewhat disappointing in the 
sense that the dispersion is still quite large. Although the 
mean value is close to the meteoritic one, the error bar is so 
large that the agreement could be only apparent. Moreover, 
because of this large dispersion, nothing definite can be said 
about the detailed behaviour of the iron abundance in terms 
of the excitation energy of the lower level. A much smaller 
dispersion is observed in Fig. 1 (upper panel) obtained with 
the Oxford gf-values [31]. However, it should be recalled 
that these results lead to a mean value higher than the mete- 
oritic one. 

The dispersion observed in Fig. 4 is intimately related to 
the uncertainty in the gf-values, essentially coming from the 
very difficult technical aspects in the branching fraction 
measurements for faint lines. Once again, it illustrates that 
the dispersion in the abundance results is really a function 
of the uncertainty in the gf-values. 

When measured branching fractions are missing, some 
authors turn to Kurucz's semi-empirical gf-values [SI, 
sometimes normalizing them to measured lifetimes. This is 
not a crucial point as Kurucz's new transition probabilities 
for the iron group elements are on the whole accurate to 
within 10-15% for strong lines which are by far the main 
contributors to the lifetimes. It is well known that the accu- 
racy of Kurucz's data decreases as the intensity or gf-value 
of the lines decreases (see e.g. [47, 481). When comparison 
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Fig. 4. Solar abundance of iron as derived from a large number of Fe I 
lines as a function of the excitation energy up to rather high excitations. 
The transition probabilities of these essentially faint lines are from [47] (see 
text) 
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Evolution of solar iron abundance with improving log gf data [Grevesse & Noels 1993]



Atomic-astrophysics connections
• The solar problem is a good illustration 

of the connections between atomic 
physics and astrophysics 

• Atomic  Astro  
- Improved log gf’s = well-constrained 

1D LTE composition (e.g. 1990’s) 

• Astro  Atomic 
- More realistic 3D/non-LTE models in 

the 2000’s helped motivate a deeper 
look into theoretical opacities

→

→

on the ratio of the measured to calculated iron opacity (Fig. 3c), the
Rosselandmeanweighting function, and the relative importance of the
iron contribution to the total opacity at each wavelength. The percent-
age change per unit wavelength in the Rosselandmean caused by using
the experimental ironmeasurement as a functionofwavelength (Fig. 4)
helps to identify which spectral features have the most impact on the
Sun’s opacity. Integrated overwavelength, theRosselandmean for this
mixtureof solar constituents is 76 3%higherwhen theexperimental iron
opacity is used. This is about half of the opacity adjustment required8 to
restore agreement between standard solarmodels11 andhelioseismology.
The present experiments imply that model corrections are probably

needed for all the solar constituents ionized into the L-shell, including
Ni, Cr, Ti, and Ca. Experiments with Ni andCr are in progress, both to
help evaluatehypotheses for themodel–experimentdiscrepancyobserved
for iron and to determinewhether additional revisions to the solar opa-
cityare appropriate. Futureworkwill attempt to increase the experimental
electron density by a factor of 2.3, to achieve opacity measurements at
theTe and ne that are believed to exist at the solar radiation/convection
zone boundary region.

Online Content Methods, along with any additional Extended Data display items
andSourceData, are available in theonline versionof thepaper; referencesunique
to these sections appear only in the online paper.
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Figure 3 | Comparisons of iron opacity spectra with multiple models
at the solar radiation/convection zone boundary temperature. The
Te5 2.113 106K, ne5 3.13 1022 cm23 conditions displayed here were
deemed to be the most accurate; the opacity represents an average obtained by
combining information from five separate experiments with four independent
spectrometers. The calculations account for the instrument resolution and

the experiment error bars represent 1s uncertainties. a, Comparison with the
OP model25,26 that is used for solar modelling. The dashed lines are the
Rosselandmean opacities calculated for this wavelength range. b, Comparisons
with the ATOMIC, OPAS and SCO-RCG models. c, Ratio of the experiment
opacity to the opacities modelled by SCRAM, OP and SCO-RCG.
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Figure 4 | Measured iron opacity impact on solar mixture Rosseland
mean. The opacity of a plasma with solar composition9 is calculated with
OP25,26 (green line; log scale on left axis) at the experiment conditions
(Te5 2.113 106K, ne5 3.13 1022 cm23). The opacity for the same plasma
using the measured iron opacity is generally higher (red line; log scale on left
axis). The Rosseland mean opacity percentage change per unit wavelength
(DKrl) is denoted with a blue line (linear scale on right axis). Spectral features
where the blue curve is below the dashed line reduce the solar mixture
Rosseland mean and features above the dashed line raise it.
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Higher-than-predicted measured opacities [Bailey+ 2015]



The message of this talk
• Rapid progress in developing 3D non-LTE model stellar spectra, with 

increasing sophistication and accuracy 

• Cause/caused by stronger connections between atomic/astrophysics 

• Atomic  Astro  
- Improved atomic data improve the models 

- Reveal new astrophysics 

• Astro  Atomic 
- Use Sun/stars for complementary tests of atomic data?

→

→



The message of this talk
• Rapid progress in developing 3D non-LTE model stellar spectra, with 

increasing sophistication and accuracy 

• Cause/caused by stronger connections between atomic/astrophysics 

• Atomic  Astro  
- Improved atomic data improve the models 

- Reveal new astrophysics 

• Astro  Atomic 
- Use Sun/stars for complementary tests of atomic data?

→

→



Imprints of solar system formation

Sun - meteoritic abundances versus condensation temperature [Asplund+ 2021]

• The solar abundances are reaching 
precision/accuracy to resolve 
possibly intrinsic differences with 
pristine meteorites 

• Trend with condensation 
temperature at ~2 sigma

A&A 653, A141 (2021)
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Fig. 6. Di↵erences of the photospheric and CI chondritic logarith-
mic abundances as a function of 50% condensation temperature at a
pressure of 10�4 bar for a solar composition gas (Wood et al. 2019),
showing a tendency for the refractory elements to be enhanced in the
Sun compared with the meteorites. Only elements with a combined
uncertainty of <0.1 dex in the abundance di↵erence are shown in the
figure. It should be noted that C, N, and O (condensation temperature
<200 K) fall outside the plot with the meteoritic abundances depleted
compared to the Sun, as is also the case for the noble gases. The
solid line is a weighted least-squares fit to the data with a slope of
(6.9 ± 2.7) · 10�5 dex K�1.

intercomparing relative abundances of similar objects analysed
homogeneously, such as solar/stellar twins or chondrites. A
weighted linear least-squares fit implies � log ✏ = (6.9 ± 2.7) ·
10�5Tcond + (�0.09 ± 0.04), and hence the correlation does not
quite reach 3� significance; with the condensation temperatures
of Lodders (2003), the slope would be (7.3± 2.6) · 10�5 dex K�1.
Including all elements except Li and the highly volatile elements
hardly changes the best fit. The quality of the current abun-
dance data does not motivate a more sophisticated function, such
as piece-wise linear and step functions, as attempted in related
cases involving dust condensation (e.g., Meléndez et al. 2009;
Gonzalez 2014).

Compared to CI chondrites, other types of carbona-
ceous chondrites show increasing fractionation with con-
densation temperature (CI!CM!CR!CO!CV!CB!CH,
Wasson & Kallemeyn 1988; Krot et al. 2014). Since Palme et al.
(2014) did not provide data for other classes of chondrites, we
made use of the published abundances by Bland et al. (2005) for
42 elements, re-normalised and converted to the astronomical
logarithmic abundance scale. An advantage with the Bland et al.
(2005) dataset is that they tabulate the compositions both for
the bulk of the chondritic material as well as the fine-grained
matrix of the meteorites, which are important for our discussion
below. The abundances for other chondrite classes are given nor-
malised to CI (and the element Yb). While the relative Si abun-
dances are provided for the matrix components, they are missing
for the bulk material for non-CI chondrites for reasons unclear
to us. As a result, when comparing the bulk compositions we
have had to normalise to the astronomical abundance scale using
Mg as the reference element, which introduces a 0.02 dex shift;
as will become clear, this minor o↵set is unimportant for our
conclusions.

The resulting CI abundances from Bland et al. (2005) are not
identical to those adopted in Sect. 3.1, but the di↵erences are in
most cases minor, as seen in Fig. 7. Importantly, the correla-
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Fig. 7. Upper panel: di↵erence between the solar photospheric and bulk
abundances for CI (blue circles), CM (red triangles), and CO (green
stars) chondrites as measured by Bland et al. (2005). CM and CO chon-
drites show increasing fractionation compared to the Sun, especially for
the volatile elements. Lower panel: same, but for the fine-grained matrix
of chondrites. Surprisingly, the solar abundances more closely resemble
the CM matrix than the CI equivalent, which shows a trend with con-
densation temperature. As explained in the text, for the bulk comparison
Mg has been used as the reference element to connect the meteoritic and
photospheric abundance scales since the Si abundances are not provided
by Bland et al. (2005) for non-CI chondrite classes, which introduces a
0.02 dex o↵set. For the matrix compositions, the usual reference ele-
ment Si has been used.

tion with condensation temperature is still apparent even if data
for some elements, including the moderately volatile Na and S,
are lacking; the weighted di↵erence between the Sun and the
Bland et al. (2005) CI data for the moderately volatile elements
is �0.040 ± 0.007 (s.d.= 0.018) dex, which is almost identical
to the case with the Palme et al. (2014) CI abundances adopted
elsewhere in our study. In terms of their bulk abundances, the CI
chondrites are clearly the most solar-like, the trend with conden-
sation temperature notwithstanding, followed by the CM and CO
meteorites, which show increasing depletion of the volatile ele-
ments, while the refractory elements display less of a variation
relative to the Sun and CI (Fig. 7); the highly volatile elements
(H, C, N, O, and noble gases) not included in the figure are even
more depleted in the non-CI chondrites.

An important distinction between the chondrite classes is
that CI meteorites are only comprised of the fine-grained matrix,
while other chondrites also consist of chondrules and refractory
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Imprints of solar system formation

Sun - meteoritic abundances versus condensation temperature [Asplund+ 2021]

• The solar abundances are reaching 
precision/accuracy to resolve 
possibly intrinsic differences with 
pristine meteorites 

• Trend with condensation 
temperature at ~2 sigma 

• Amplitude of signature ~ 25% 

• Precision (for one element) ~10-25%
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Fig. 6. Di↵erences of the photospheric and CI chondritic logarith-
mic abundances as a function of 50% condensation temperature at a
pressure of 10�4 bar for a solar composition gas (Wood et al. 2019),
showing a tendency for the refractory elements to be enhanced in the
Sun compared with the meteorites. Only elements with a combined
uncertainty of <0.1 dex in the abundance di↵erence are shown in the
figure. It should be noted that C, N, and O (condensation temperature
<200 K) fall outside the plot with the meteoritic abundances depleted
compared to the Sun, as is also the case for the noble gases. The
solid line is a weighted least-squares fit to the data with a slope of
(6.9 ± 2.7) · 10�5 dex K�1.

intercomparing relative abundances of similar objects analysed
homogeneously, such as solar/stellar twins or chondrites. A
weighted linear least-squares fit implies � log ✏ = (6.9 ± 2.7) ·
10�5Tcond + (�0.09 ± 0.04), and hence the correlation does not
quite reach 3� significance; with the condensation temperatures
of Lodders (2003), the slope would be (7.3± 2.6) · 10�5 dex K�1.
Including all elements except Li and the highly volatile elements
hardly changes the best fit. The quality of the current abun-
dance data does not motivate a more sophisticated function, such
as piece-wise linear and step functions, as attempted in related
cases involving dust condensation (e.g., Meléndez et al. 2009;
Gonzalez 2014).

Compared to CI chondrites, other types of carbona-
ceous chondrites show increasing fractionation with con-
densation temperature (CI!CM!CR!CO!CV!CB!CH,
Wasson & Kallemeyn 1988; Krot et al. 2014). Since Palme et al.
(2014) did not provide data for other classes of chondrites, we
made use of the published abundances by Bland et al. (2005) for
42 elements, re-normalised and converted to the astronomical
logarithmic abundance scale. An advantage with the Bland et al.
(2005) dataset is that they tabulate the compositions both for
the bulk of the chondritic material as well as the fine-grained
matrix of the meteorites, which are important for our discussion
below. The abundances for other chondrite classes are given nor-
malised to CI (and the element Yb). While the relative Si abun-
dances are provided for the matrix components, they are missing
for the bulk material for non-CI chondrites for reasons unclear
to us. As a result, when comparing the bulk compositions we
have had to normalise to the astronomical abundance scale using
Mg as the reference element, which introduces a 0.02 dex shift;
as will become clear, this minor o↵set is unimportant for our
conclusions.

The resulting CI abundances from Bland et al. (2005) are not
identical to those adopted in Sect. 3.1, but the di↵erences are in
most cases minor, as seen in Fig. 7. Importantly, the correla-
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Fig. 7. Upper panel: di↵erence between the solar photospheric and bulk
abundances for CI (blue circles), CM (red triangles), and CO (green
stars) chondrites as measured by Bland et al. (2005). CM and CO chon-
drites show increasing fractionation compared to the Sun, especially for
the volatile elements. Lower panel: same, but for the fine-grained matrix
of chondrites. Surprisingly, the solar abundances more closely resemble
the CM matrix than the CI equivalent, which shows a trend with con-
densation temperature. As explained in the text, for the bulk comparison
Mg has been used as the reference element to connect the meteoritic and
photospheric abundance scales since the Si abundances are not provided
by Bland et al. (2005) for non-CI chondrite classes, which introduces a
0.02 dex o↵set. For the matrix compositions, the usual reference ele-
ment Si has been used.

tion with condensation temperature is still apparent even if data
for some elements, including the moderately volatile Na and S,
are lacking; the weighted di↵erence between the Sun and the
Bland et al. (2005) CI data for the moderately volatile elements
is �0.040 ± 0.007 (s.d.= 0.018) dex, which is almost identical
to the case with the Palme et al. (2014) CI abundances adopted
elsewhere in our study. In terms of their bulk abundances, the CI
chondrites are clearly the most solar-like, the trend with conden-
sation temperature notwithstanding, followed by the CM and CO
meteorites, which show increasing depletion of the volatile ele-
ments, while the refractory elements display less of a variation
relative to the Sun and CI (Fig. 7); the highly volatile elements
(H, C, N, O, and noble gases) not included in the figure are even
more depleted in the non-CI chondrites.

An important distinction between the chondrite classes is
that CI meteorites are only comprised of the fine-grained matrix,
while other chondrites also consist of chondrules and refractory
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Imprints of solar system formation
• The solar abundances are reaching 

precision/accuracy to resolve 
possibly intrinsic differences with 
pristine meteorites 

• Trend with condensation 
temperature at ~2 sigma 

• Amplitude of signature ~ 25% 

• Precision (for one element) ~10-25%
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The message of this talk
• Rapid progress in developing 3D non-LTE model stellar spectra, with 

increasing sophistication and accuracy 

• Cause/caused by stronger connections between atomic/astrophysics 

• Atomic  Astro  
- Improved atomic data improve the models 

- Reveal new astrophysics 

• Astro  Atomic 
- Use Sun/stars for complementary tests of atomic data?
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Astrophysical tests of atomic data
• Oscillator strengths 

- Examine scatter and trends in 
line-by-line analyses of standard 
stars using different data sets

Astrophysical tests of N I oscillator strengths [Li et al. 2023]

The comparison of the excitation energies with experimental
data provided by NIST-ASD showed that the average relative
differences of the computed energy levels are 0.07%. The
accuracy of the transition data is evaluated based on the relative
differences of the computed transition rates in the Coulomb and
Babuskin forms, dT, and by extensive comparisons with
previous theoretical and experimental results. A statistical
analysis of the uncertainties dT of the E1 transitions is
performed, and the mean dT for transitions with A> 102 s−1 is
estimated to be 0.107 (σ= 0.18), and 0.045 (σ = 0.08) for
transitions with A> 106 s−1. The agreement of the exper-
imental and our theoretical transition properties, for example,
oscillator strengths, transition rates, and line strengths, is good
overall. For some weaker transitions, however, e.g., inter-
combination transitions, significant discrepancies are present.
These transitions are subject to strong cancellation effects and
cannot be properly considered in our calculations. An improved
method is needed to further decrease the uncertainties of the
respective transition data.

In addition, our atomic data were employed in an analysis of
the solar nitrogen abundance. Our new data suggest a mean
solar nitrogen abundance A(N) = 7.79 from five N I lines, with
the results from both the Babushkin gauge and Coulomb gauge
in agreement to 0.01 dex. The new abundance agrees well with
that obtained from the experimental measurements of Musielok
et al. (1995), but it is higher than those from the other
theoretical data sets. However, a large difference between the
abundances inferred from atomic and molecular lines (A
(N) = 7.89, Amarsi et al. 2021) still exists, and it is probably
not caused by errors in the N I transition probabilities.

M.C.L. would like to acknowledge the support from the
Guangdong Basic and Applied Basic Research Foundation
(2022A1515110043), the Professorial and Doctoral Scientific
Research Foundation of Huizhou University No. 158020137.
A.M.A. and J.G. gratefully acknowledge support from the
Swedish Research Council (VR 2020-03940, 2020-05467). We

Figure 7. Solar nitrogen abundance inferred using different transition probabilities given in Table 7. The two panels illustrate the results based on the theoretical
transition data computed in this work. The left panel also includes results based on the experimental data of Musielok et al. (1995) and Bridges & Wiese (2010), while
the right panel includes results based on the theoretical data of Tachiev & Froese Fischer (2002), Hibbert et al. (1991), and Bautista et al. (2022). Horizontal lines show
the mean abundance inferred from each data set. In both panels, the shaded region shows the standard deviation of the result based on the experimental data of
Musielok et al. (1995), centered on the mean.

Table 7
Comparison of the log(gf ) Values of the Five Lines Used for the Abundance Analysis in Amarsi et al. (2020)

log(gf )

Upper Lower λair (nm) Our Values Tachiev Hibbert Bautista Musielok Bridges
B C & Fischera et al.b et al.c et al.d & Wiesee

2p P 3p S2 3 4
3 2
o
/( ) 2p2(3P)3s4P3/2 744.229 −0.429 −0.433 −0.403 −0.386 −0.39 ± 0.049 −0.41 ± 0.035

2p P 3p P2 3 4
5 2
o
/( ) 2p2(3P)3s4P5/2 821.633 0.116 0.108 0.138 0.147 0.13 ± 0.053

2p P 3p P2 3 2
3 2
o
/( ) 2p2(3P)3s2P3/2 862.923 0.070 0.068 0.077 0.090 0.057 ± 0.046 0.051 ± 0.052

2p P 3p D2 3 4
5 2
o
/( ) 2p2(3P)3s4P3/2 868.340 0.084 0.079 0.106 0.116 0.14 ± 0.047 0.054 ± 0.047 0.069 ± 0.035

2p2(3P)3d4F5/2 2p P 3p D2 3 4
3 2
o
/( ) 1010.89 0.410 0.406 0.444 0.443 0.42 ± 0.056 0.53 ± 0.065

Notes. The table lists upper and lower configurations along with their spectroscopic terms, wavelengths in air λair, and the weighted oscillator strength log(gf ).
B = Babuskin form and C = Coulomb form.
a Tachiev & Froese Fischer (2002).
b Hibbert et al. (1991).
c Bautista et al. (2022).
d Musielok et al. (1995).
e Bridges & Wiese (2010).
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Astrophysical tests of atomic data
• Oscillator strengths 

- Examine scatter and trends in 
line-by-line analyses of standard 
stars using different data sets

Theoretical transition data in C I–IV 3789

Figure 4. Inferred solar carbon abundances. Black points (A19) are the 3D
non-LTE results of Amarsi et al. (2019) for 14 permitted C I lines. Blue
points (L20) are these same results but post-corrected using the new log gf
data. Error bars reflect ±5 per cent uncertainties in the measured equivalent
widths as stipulated by those authors. The four lines between 1254 and
1259 nm discussed in the text have been highlighted in red. The unweighted
means µ (including all 14 lines) and the standard deviations of the samples
σ are stated in each panel.

results that are larger than the mean (log ε ≥ 8.51); included in this
set are all four of the lines between 1254 and 1259 nm, which give
rise to values of between 8.53 and 8.60 dex. These four lines have the
same upper level configuration, 2p3d 3Po, and a closer inspection of
the LS-composition reveals that these states are strongly mixed (of the
order of 26 per cent) with 2s2p3 3Po states, which are less accurately
described in the present calculations. As a consequence, as shown in
Table 3, these transitions appear to be associated with slightly larger
uncertainties dT than most of the other lines. Omitting these four
lines, or adopting NIST oscillator strengths for them, would reduce
the mean abundance from 8.50 to 8.47 dex.

Given that the scatter and trends in the results do not support
one set of data over the other, we refrain from advocating a
higher solar carbon abundance at this point. Nevertheless, this quite
drastic change in the resulting solar carbon abundance highlights the
importance of having accurate atomic data for abundance analyses.
This is especially relevant in the context of the solar modelling
problem, wherein standard models of the solar interior, adopting
the solar chemical composition of Asplund et al. (2009), fail to
reproduce key empirical constraints, including the depth of the
convection zone and interior sound speed that are precisely inferred
from helioseismic observations (Basu & Antia 2008; Zhang, Li &
Christensen-Dalsgaard 2019). Extra opacity in the solar interior near
the boundary of the convection zone would resolve the problem
(Bailey et al. 2015). Carbon contributes about 5 per cent of the
opacity in this region (Blancard, Cossé & Faussurier 2012), so a
higher carbon abundance would help alleviate the problem, albeit
only very slightly.

6 C O N C L U S I O N S

In this work, energy levels and transition data of E1 transitions are
computed for C I–IV using the MCDHF and RCI methods. Special
attention is paid to the computation of transition data involving
high Rydberg states by employing an alternative orbital optimization
approach.

The accuracy of the predicted excitation energies is evaluated
by comparing with experimental data provided by the NIST data
base. The average relative differences of the computed energy levels
compared with the NIST data are 0.41 per cent, 0.081 per cent,
0.041 per cent, and 0.0044 per cent, respectively, for C I–IV. The
accuracy of the transition data is evaluated based on the relative
differences of the computed transition rates in the length and
velocity gauges, which is given by the quantity dT, and by extensive
comparisons with previous theoretical and experimental results. For
most of the strong transitions in C I–IV, the dT values are less
than 5 per cent. The mean dT for all presented E1 transitions are
8.05 per cent (σ = 0.12), 7.20 per cent (σ = 0.13), 1.77 per cent (σ
= 0.050), and 0.28 per cent (σ = 0.0059), respectively, for C I–IV.
Particularly, for strong transitions with A > 106 s−1, the mean dT is
1.68 per cent (σ = 0.020), 1.53 per cent (σ = 0.023), 0.297 per cent
(σ = 0.010), and 0.205 per cent (σ = 0.0041), respectively, for
C I–IV. By employing alternative optimization schemes of the radial
orbitals, the uncertainties dT of the computed transition data for
transitions involving high Rydberg states are significantly reduced.
The agreement between computed transition properties, for example,
line strengths, transition rates, and lifetimes, and experimental values
is overall good. The exception is the weak transitions, e.g. the IC
transitions, for which the strong cancellation effects are important;
however, these effects cannot be properly considered in the present
calculations. The present calculations are extended to high Rydberg
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Astrophysical tests of atomic data
• Oscillator strengths 

- Examine scatter and trends in 
line-by-line analyses of standard 
stars using different data sets 

• Broadening parameters 
- Examine detailed line shapes

Validation of hydrogen collisional broadening data [Barklem 2016]



Astrophysical tests of atomic data
• Oscillator strengths 

- Examine scatter and trends in 
line-by-line analyses of standard 
stars using different data sets 

• Broadening parameters 
- Examine detailed line shapes 

• Inelastic collisions 
- Examine centre-to-limb 

variations

Testing inelastic hydrogen collisions using the O I 777nm [Amarsi+ 2018]

4312 K. Lind et al.

Table 1. Summary of the observational configuration. Columns A–C give the wavelength band of each of the three spectrographic cameras. # represents
the number of pointings.

Set A B C # µ # µ # µ # µ # µ

(Å) (Å) (Å)

1 5366–5377 6147–6159 8710–8728 6 0.201 4 0.380 7 0.600 7 0.802 4 1.0000
±0.007 ±0.032 ±0.014 ±0.005 ±0.0005

2 5378–5390 6159–6172 8727–8744 7 0.205 7 0.393 7 0.604 6 0.803 12 1.0000
±0.005 ±0.019 ±0.009 ±0.005 ±0.0003

3 8656–8668 7825–7842 8691–8708 16 0.203 16 0.397 19 0.603 20 0.801 9 1.0000
±0.006 ±0.027 ±0.006 ±0.004 ±0.0005

predictions with the observed centre-to-limb variation of iron lines
in the Sun.

Nordlund (1984, 1985) pioneered the investigation of NLTE line
formation of iron in 3D hydrodynamical model atmospheres more
than three decades ago. The first paper studied the departure of
Fe I–Fe II from Saha ionization balance and reported significant
(0.2 dex) overionization of the neutral species. The second paper
used a two-level Fe I atom, coupled to a Fe II continuum, and
predicted significant line weakening of the example Fe I line at
5225 Å due to a superthermal source function.

Shchukina & Trujillo Bueno (2001) later studied NLTE line for-
mation in a hydrodynamical model of the Sun in the so-called
1.5D approximation, neglecting horizontal radiative transfer. They
used a 248-level Fe I+Fe II atom and concluded that NLTE effects
vary strongly with the granulation pattern and the Fe I line proper-
ties, with a net NLTE correction to Fe I line abundances of up to
+0.12 dex for the lowest excitation lines. The only previous work
investigating NLTE line formation of iron in the Sun using a multi-
level atom and full 3D radiative transfer is the series by Holzreuter
& Solanki (2012, 2013, 2015), in which the authors rigorously com-
pared synthetic line profiles generated under different assumptions.
However, they were limited to using a strongly simplified 23-level
atom and made no quantitative comparison to observations. These
earlier studies have in common that they included only experimen-
tally known energy levels of iron and neglected the influence of
hydrogen collisions on the statistical equilibrium, both of which
exaggerate the NLTE effects.

We present full 3D NLTE calculations using a comprehensive
463-level atom with realistic atomic data to enable a direct com-
parison to the most constraining observations possible, i.e. high
spectral resolution and high signal-to-noise (S/N) observations of
the Sun at different viewing angles. The paper is divided in the fol-
lowing sections. Section 2 outlines the observations, the assembly
and reduction of the model atom, and the method used for spectral
synthesis. Section 3 presents the results for the solar centre-to-
limb variation of iron lines and the solar iron abundance. Section 4
summarizes our conclusions.

2 M E T H O D

2.1 Observations

We acquired spectroscopic data with high spatial and spectral reso-
lution using the TRIPPEL (Kiselman et al. 2011) instrument at the
Swedish 1-m Solar Telescope (SST; Scharmer et al. 2003) on La
Palma. The observing campaign lasted from 2011 June 23 to 2011
July 8.

Three spectrographic cameras and three imaging cameras were
operated simultaneously. Three different set-ups were used, result-

Figure 1. Overview of the SST pointings on the solar disc, inclined by
the heliographic latitude of the observer. The blue circles mark the targeted
µ-angles and µ = 0.999 for reference.

ing in a total of nine spectral windows with wavelength bands speci-
fied in Table 1. Two slit-jaw cameras recorded simultaneous images
at approximately 5320 and 6940 Å, respectively. The third camera
was used to monitor the magnetic activity of the region with a 1.1 Å
filter centred on the Ca II H line. Five different heliocentric angles on
the solar disc were targeted, corresponding to µ ≡ cos θ = 0.2, 0.4,
0.6, 0.8 and 1.0, where θ is the angle between the ray direction and
the surface normal. The number of observations at each pointing is
listed in Table 1, discarding exposures that failed due to suspected
tracking problems (usually due to very bad seeing), or regions with
obvious activity as deemed from the Ca II H core emission.

The intensity contrast peaks at disc centre and exposures were
made while scanning the spectroscopic slit over a small region in
order to reduce the imprint of the local granulation pattern. At other
pointings, the slit position was held fixed and aligned parallel to the
closest part of the solar limb. The telescope field rotation caused the
actual position selected in this way to depend on the time of day,
as is evident in Fig. 1. Of the two possible choices for a specific
µ value and time of day, the one showing the least activity was
preferred.

For the µ = 0.2 pointings, the position of the slit could be mea-
sured accurately using the slit-jaw images, which include the solar
limb. For the other pointings, µ was determined from the output
of the telescope tracking system. In order to get the readings as
accurate as possible, frequent calibrations by pointing at the limb at
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Table 1. Summary of the observational configuration. Columns A–C give the wavelength band of each of the three spectrographic cameras. # represents
the number of pointings.

Set A B C # µ # µ # µ # µ # µ

(Å) (Å) (Å)

1 5366–5377 6147–6159 8710–8728 6 0.201 4 0.380 7 0.600 7 0.802 4 1.0000
±0.007 ±0.032 ±0.014 ±0.005 ±0.0005

2 5378–5390 6159–6172 8727–8744 7 0.205 7 0.393 7 0.604 6 0.803 12 1.0000
±0.005 ±0.019 ±0.009 ±0.005 ±0.0003

3 8656–8668 7825–7842 8691–8708 16 0.203 16 0.397 19 0.603 20 0.801 9 1.0000
±0.006 ±0.027 ±0.006 ±0.004 ±0.0005

predictions with the observed centre-to-limb variation of iron lines
in the Sun.

Nordlund (1984, 1985) pioneered the investigation of NLTE line
formation of iron in 3D hydrodynamical model atmospheres more
than three decades ago. The first paper studied the departure of
Fe I–Fe II from Saha ionization balance and reported significant
(0.2 dex) overionization of the neutral species. The second paper
used a two-level Fe I atom, coupled to a Fe II continuum, and
predicted significant line weakening of the example Fe I line at
5225 Å due to a superthermal source function.

Shchukina & Trujillo Bueno (2001) later studied NLTE line for-
mation in a hydrodynamical model of the Sun in the so-called
1.5D approximation, neglecting horizontal radiative transfer. They
used a 248-level Fe I+Fe II atom and concluded that NLTE effects
vary strongly with the granulation pattern and the Fe I line proper-
ties, with a net NLTE correction to Fe I line abundances of up to
+0.12 dex for the lowest excitation lines. The only previous work
investigating NLTE line formation of iron in the Sun using a multi-
level atom and full 3D radiative transfer is the series by Holzreuter
& Solanki (2012, 2013, 2015), in which the authors rigorously com-
pared synthetic line profiles generated under different assumptions.
However, they were limited to using a strongly simplified 23-level
atom and made no quantitative comparison to observations. These
earlier studies have in common that they included only experimen-
tally known energy levels of iron and neglected the influence of
hydrogen collisions on the statistical equilibrium, both of which
exaggerate the NLTE effects.

We present full 3D NLTE calculations using a comprehensive
463-level atom with realistic atomic data to enable a direct com-
parison to the most constraining observations possible, i.e. high
spectral resolution and high signal-to-noise (S/N) observations of
the Sun at different viewing angles. The paper is divided in the fol-
lowing sections. Section 2 outlines the observations, the assembly
and reduction of the model atom, and the method used for spectral
synthesis. Section 3 presents the results for the solar centre-to-
limb variation of iron lines and the solar iron abundance. Section 4
summarizes our conclusions.

2 M E T H O D

2.1 Observations

We acquired spectroscopic data with high spatial and spectral reso-
lution using the TRIPPEL (Kiselman et al. 2011) instrument at the
Swedish 1-m Solar Telescope (SST; Scharmer et al. 2003) on La
Palma. The observing campaign lasted from 2011 June 23 to 2011
July 8.

Three spectrographic cameras and three imaging cameras were
operated simultaneously. Three different set-ups were used, result-

Figure 1. Overview of the SST pointings on the solar disc, inclined by
the heliographic latitude of the observer. The blue circles mark the targeted
µ-angles and µ = 0.999 for reference.

ing in a total of nine spectral windows with wavelength bands speci-
fied in Table 1. Two slit-jaw cameras recorded simultaneous images
at approximately 5320 and 6940 Å, respectively. The third camera
was used to monitor the magnetic activity of the region with a 1.1 Å
filter centred on the Ca II H line. Five different heliocentric angles on
the solar disc were targeted, corresponding to µ ≡ cos θ = 0.2, 0.4,
0.6, 0.8 and 1.0, where θ is the angle between the ray direction and
the surface normal. The number of observations at each pointing is
listed in Table 1, discarding exposures that failed due to suspected
tracking problems (usually due to very bad seeing), or regions with
obvious activity as deemed from the Ca II H core emission.

The intensity contrast peaks at disc centre and exposures were
made while scanning the spectroscopic slit over a small region in
order to reduce the imprint of the local granulation pattern. At other
pointings, the slit position was held fixed and aligned parallel to the
closest part of the solar limb. The telescope field rotation caused the
actual position selected in this way to depend on the time of day,
as is evident in Fig. 1. Of the two possible choices for a specific
µ value and time of day, the one showing the least activity was
preferred.

For the µ = 0.2 pointings, the position of the slit could be mea-
sured accurately using the slit-jaw images, which include the solar
limb. For the other pointings, µ was determined from the output
of the telescope tracking system. In order to get the readings as
accurate as possible, frequent calibrations by pointing at the limb at
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Table 1. Summary of the observational configuration. Columns A–C give the wavelength band of each of the three spectrographic cameras. # represents
the number of pointings.

Set A B C # µ # µ # µ # µ # µ

(Å) (Å) (Å)

1 5366–5377 6147–6159 8710–8728 6 0.201 4 0.380 7 0.600 7 0.802 4 1.0000
±0.007 ±0.032 ±0.014 ±0.005 ±0.0005

2 5378–5390 6159–6172 8727–8744 7 0.205 7 0.393 7 0.604 6 0.803 12 1.0000
±0.005 ±0.019 ±0.009 ±0.005 ±0.0003

3 8656–8668 7825–7842 8691–8708 16 0.203 16 0.397 19 0.603 20 0.801 9 1.0000
±0.006 ±0.027 ±0.006 ±0.004 ±0.0005

predictions with the observed centre-to-limb variation of iron lines
in the Sun.

Nordlund (1984, 1985) pioneered the investigation of NLTE line
formation of iron in 3D hydrodynamical model atmospheres more
than three decades ago. The first paper studied the departure of
Fe I–Fe II from Saha ionization balance and reported significant
(0.2 dex) overionization of the neutral species. The second paper
used a two-level Fe I atom, coupled to a Fe II continuum, and
predicted significant line weakening of the example Fe I line at
5225 Å due to a superthermal source function.

Shchukina & Trujillo Bueno (2001) later studied NLTE line for-
mation in a hydrodynamical model of the Sun in the so-called
1.5D approximation, neglecting horizontal radiative transfer. They
used a 248-level Fe I+Fe II atom and concluded that NLTE effects
vary strongly with the granulation pattern and the Fe I line proper-
ties, with a net NLTE correction to Fe I line abundances of up to
+0.12 dex for the lowest excitation lines. The only previous work
investigating NLTE line formation of iron in the Sun using a multi-
level atom and full 3D radiative transfer is the series by Holzreuter
& Solanki (2012, 2013, 2015), in which the authors rigorously com-
pared synthetic line profiles generated under different assumptions.
However, they were limited to using a strongly simplified 23-level
atom and made no quantitative comparison to observations. These
earlier studies have in common that they included only experimen-
tally known energy levels of iron and neglected the influence of
hydrogen collisions on the statistical equilibrium, both of which
exaggerate the NLTE effects.

We present full 3D NLTE calculations using a comprehensive
463-level atom with realistic atomic data to enable a direct com-
parison to the most constraining observations possible, i.e. high
spectral resolution and high signal-to-noise (S/N) observations of
the Sun at different viewing angles. The paper is divided in the fol-
lowing sections. Section 2 outlines the observations, the assembly
and reduction of the model atom, and the method used for spectral
synthesis. Section 3 presents the results for the solar centre-to-
limb variation of iron lines and the solar iron abundance. Section 4
summarizes our conclusions.

2 M E T H O D

2.1 Observations

We acquired spectroscopic data with high spatial and spectral reso-
lution using the TRIPPEL (Kiselman et al. 2011) instrument at the
Swedish 1-m Solar Telescope (SST; Scharmer et al. 2003) on La
Palma. The observing campaign lasted from 2011 June 23 to 2011
July 8.

Three spectrographic cameras and three imaging cameras were
operated simultaneously. Three different set-ups were used, result-

Figure 1. Overview of the SST pointings on the solar disc, inclined by
the heliographic latitude of the observer. The blue circles mark the targeted
µ-angles and µ = 0.999 for reference.

ing in a total of nine spectral windows with wavelength bands speci-
fied in Table 1. Two slit-jaw cameras recorded simultaneous images
at approximately 5320 and 6940 Å, respectively. The third camera
was used to monitor the magnetic activity of the region with a 1.1 Å
filter centred on the Ca II H line. Five different heliocentric angles on
the solar disc were targeted, corresponding to µ ≡ cos θ = 0.2, 0.4,
0.6, 0.8 and 1.0, where θ is the angle between the ray direction and
the surface normal. The number of observations at each pointing is
listed in Table 1, discarding exposures that failed due to suspected
tracking problems (usually due to very bad seeing), or regions with
obvious activity as deemed from the Ca II H core emission.

The intensity contrast peaks at disc centre and exposures were
made while scanning the spectroscopic slit over a small region in
order to reduce the imprint of the local granulation pattern. At other
pointings, the slit position was held fixed and aligned parallel to the
closest part of the solar limb. The telescope field rotation caused the
actual position selected in this way to depend on the time of day,
as is evident in Fig. 1. Of the two possible choices for a specific
µ value and time of day, the one showing the least activity was
preferred.

For the µ = 0.2 pointings, the position of the slit could be mea-
sured accurately using the slit-jaw images, which include the solar
limb. For the other pointings, µ was determined from the output
of the telescope tracking system. In order to get the readings as
accurate as possible, frequent calibrations by pointing at the limb at
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Astrophysical tests of atomic data
• Oscillator strengths 

• Broadening parameters 

• Inelastic collisions 

• More ideas are welcome 
- Increasing potential to use stars 

as lab benches as 3D non-LTE 
models continue to improve in 
sophistication

72 Oxygen in the Universe

Fig. 2.4. Relative differences between the sound speed derived through inversion of

oscillation frequencies by Basu et al. (2000) and the sound speed obtained in the solar
models presented in Table 2.3: model A (thick continuous line), model B (dotted line),

model C (dot-dashed line), model D (long dashed line), model E (thin continuous line),
model F (long-dashed short-dashed line).

a stellar model origin for the so-called solar neutrino problem, which was finally
understood as resulting from an inadequate understanding of the properties of the
neutrino itself (see Avanzini 2011; Turck-Chièze et al. 2011, for recent results).

It is worth pointing out that it is the availability of helioseismic constraints that
pressed solar modellers to consider the microscopic diffusion of chemical elements,
in particular helium settling, mandatory input of solar model calculations (see e.g.
Christensen-Dalsgaard et al. 1993). As an illustration we provide here results of
model B which is similar to model A but without microscopic diffusion.

When confronted with the helioseismic inferences, this model is not acceptable,
a major problem being that the predicted helium abundance in the convection zone
is much higher.

The revision of the solar abundance mixture considerably darkened the picture
of the nice agreement between the solar interior model and the observed oscillation
frequencies and derived data. Models C and D have been calibrated with the same
input physics as model A but with revised solar mixtures, i.e. the current AGSS09
mixture and the former AGS05 (Asplund 2005) mixture. As shown in Figure 2.4,
in models C and D, the discrepancy in the sound speed already seen in model A
just below the convection zone is strongly increased. Furthermore, the discrepant
region now extends over the whole radiative zone and in the centre. Also, the
agreement reached in model A with the seismic values of Ycz and Rbcz is severely
degraded. Remarkably, the disagreement in the sound speed is at the level of the

/ 5   40 4 .   10 / 4 10 2 0 . 0: 0

Low Z models 
(Large error)

High Z models 
(Small error)

Error in the predicted interior sound speed [Stasińka+ 2012]



Conclusion
• Rapid progress in developing 3D non-LTE model stellar spectra, with 

increasing sophistication and accuracy 

• Cause/caused by stronger connections between atomic/astrophysics 

• Atomic  Astro  
- Improved atomic data improve the models 

- Reveal new astrophysics 

• Astro  Atomic 
- Use Sun/stars for complementary tests of atomic data?

→

→



0 1 2 3 4 5 6
7.1

7.2

7.3

7.4

7.5

7.6

7.7

7.8

0 1 2 3 4 5 6
Elow / eV

7.1

7.2

7.3

7.4

7.5

7.6

7.7

7.8

A
(F

e
)

3D non−LTE, Fe1, AAG21
3D non−LTE, Fe2, AAG21
<3D> non−LTE, Fe1, Magg+
<3D> non−LTE, Fe2, Magg+



0 1 2 3 4 5 6
7.1

7.2

7.3

7.4

7.5

7.6

7.7

7.8

0 1 2 3 4 5 6
Elow / eV

7.1

7.2

7.3

7.4

7.5

7.6

7.7

7.8

A
(F

e
)

<3D> non−LTE, Fe1, AAG21
<3D> non−LTE, Fe2, AAG21
<3D> non−LTE, Fe1, Magg+
<3D> non−LTE, Fe2, Magg+


